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I welcome this handbook, which is very timely given the World Health Assembly's endorsement of the new WHO Evaluation Policy in May 2012, and the drive to develop a culture of evaluation at all levels of the Organization as we implement reform and move into the new General Programme of Work.

The Evaluation Practice Handbook offers comprehensive information and practical guidance on how to prepare for and conduct evaluations in WHO, and gives guidance on the utilization and follow-up of evaluation results and recommendations. Most importantly, it shows how an evaluation culture can be mainstreamed throughout WHO, outlining stakeholders' responsibilities and supporting our staff to commission or carry out high-quality evaluations in accordance with WHO's policy, that conform to current best practices and the norms and standards of the United Nations Evaluation Group.

Evaluation matters. Too often it has been an afterthought in WHO planning, seen as an optional luxury for well-funded programmes, or done only if a donor requires it. This must now change, so that the role of evaluation is understood as an opportunity for organizational and individual learning, to improve performance and accountability for results, and build our capacity for understanding why some programmes and initiatives work, and why others do not. We should not be complacent. Consistent and high-quality evaluation of our work and Organization is essential, and is a tool that will guide programme planning and implementation. We need to build on the example of those successful WHO programmes that regularly evaluate their performance in order to learn from both success and failure and improve results.

Clearly, the ultimate value of evaluations depends on their findings and recommendations being acted upon. An evaluation must be relevant, credible and impartial. It must have stakeholder involvement in order that the recommendations may be accepted and are implementable. There needs to be an appropriate management response, and evaluation findings need to be disseminated to enhance trust and build organizational knowledge. Monitoring the implementation of recommendations and actions will be done in a systematic way, and progress reported annually to the Executive Board. The WHO evaluation website will include copies of all evaluation reports as part of the overall dissemination strategy.

The Global Network on Evaluation (GNE), an Organization-wide network of staff working together to foster the practice of evaluation at WHO, will play an important
role by capturing the institutional experience in evaluation and knowledge, providing strategic direction, ensuring quality control and analysing evaluation findings and lessons learnt.

Through this comprehensive approach, we hope to inspire confidence in our partners and their constituencies, by demonstrating that WHO has the capacity and readiness to learn from failures as well as successes – thereby improving results and ultimately people’s lives.

This handbook will be adapted for e-learning, and will be continuously updated to reflect the latest best practice. I encourage staff and partners to provide comments and suggestions for its improvement, in the light of their experience.

Dr Margaret Chan
Director-General
About this handbook

Purpose
The purpose of this handbook is to complement WHO’s evaluation policy (Annex 1) and to streamline evaluation processes by providing step-by-step practical guidance to evaluation in WHO. The handbook is designed as a working tool that will be adapted over time to better reflect the evolving practice of evaluation in WHO and to encourage reflection on how to use evaluation to improve the performance of projects and programmes and to enhance organizational effectiveness. Its goal is to promote and foster quality evaluation within the Organization by:

- advancing the culture of, commitment to and use of evaluation across WHO;
- assisting WHO staff to conform with best practices and with the norms and standards for evaluation of the United Nations Evaluation Group (UNEG);
- ensuring the quality control of all evaluations commissioned by WHO at all levels;
- strengthening the quality assurance approach to evaluation in WHO.

The handbook focuses on assessments that qualify as evaluation. It does not address in depth other forms of assessment that take place in WHO (see Annex 2 for a typology of assessments conducted at WHO other than evaluation, and Annex 3 which illustrates the basic components of different types of assessment, including evaluation).

Target audience
This handbook is addressed to WHO staff from three different perspectives.

- Broadly, the handbook targets all staff and partner organizations who may use it as a tool to foster an evaluation culture throughout WHO.
- More specifically, the handbook targets all staff who plan, commission and/or conduct evaluations at the different levels of the Organization, who should use the handbook as a tool to ensure high-quality evaluations in WHO.
- In particular, the handbook targets crucial networks for evaluation such as WHO’s senior management and the Global Network on Evaluation (GNE), who should disseminate and promote the handbook and encourage compliance with it across the Organization.
Scope and Structure

This handbook clarifies roles and responsibilities in evaluation and documents processes, methods and associated tools. It describes the main phases of an evaluation – i.e. planning, conducting the evaluation, reporting, and managing and communicating outcomes – and provides operational guidance and templates to assist those responsible for evaluations to comply with the Organization’s evaluation policy.

The handbook is divided into two parts:

- **Part One (Chapters 1 and 2)** covers the definition, objectives, principles and management of evaluation in WHO.
- **Part Two (Chapters 3–6)** provides practical guidance on preparing for and conducting an evaluation, detailing the main steps for carrying out a high-quality evaluation in compliance with WHO’s evaluation policy (Fig. 1).

Annexes provide templates, standard documents and a glossary that can be used for the different phases of the evaluation process.
PART ONE. PRINCIPLES AND ORGANIZATION

Chapter 1. Evaluation in WHO

This handbook is based on WHO’s evaluation policy which defines the overall framework for evaluation at WHO. It aims to foster the culture and use of evaluation across the Organization and to facilitate conformity of evaluation in WHO with best practices and with UNEG norms and standards for evaluation.

This handbook draws on WHO experience in evaluation and global best practice, consolidated from the principles of UNEG and the Organisation for Economic Co-operation and Development/Development Assistance Committee (OECD/DAC), national evaluation associations, United Nations and other multilateral agencies, regional intergovernmental groups and national governments.

1.1 Definition and principles of evaluation

1.1.1 Definition

WHO’s evaluation policy is based on the UNEG definition of evaluation (UNEG, 2012b), which is:

“An evaluation is an assessment, as systematic and impartial as possible, of an activity, project, programme, strategy, policy, topic, theme, sector, operational area, institutional performance (…)”.

- It focuses on expected and achieved accomplishments, examining the results chain, processes, contextual factors and causality, in order to understand achievements or the lack thereof.
- It aims at determining the relevance, impact, effectiveness, efficiency and sustainability of the interventions¹ and contributions of the Organization.
- It provides evidence-based information that is credible, reliable and useful, enabling the timely incorporation of findings, recommendations and lessons learned into the decision-making and management processes of the Organization.
- It is an integral part of each stage of the strategic planning and programming cycle and not only an end-of-programme activity.

¹ “Intervention” in this handbook refers to projects, programmes, initiatives and other activities that are being evaluated. Evaluation of interventions per se is a research function and not a management function.
In addition to evaluations, WHO undertakes various assessments at the different levels of the Organization for a variety of purposes. Annex 2 presents a typology of such assessment, and Annex 3 illustrates the basic components of different types of assessments, including evaluation.

1.1.2 Principles

WHO’s evaluation policy is based on five interrelated key principles that underpin the Organization’s approach to evaluation and provide the conceptual framework within which evaluations are carried out.

1.1.3 Impartiality

Impartiality is the absence of bias in due process. It requires methodological rigour as well as objective consideration and presentation of achievements and challenges. Impartiality contributes to the credibility of evaluation and reduces the bias in data gathering, analysis, and formulation of findings, conclusions and recommendations.

All evaluations should be conducted in an impartial manner at all stages of the process. Establishing an ad hoc evaluation management group ensures oversight of the evaluation process (section 3.5).

1.1.4 Independence

Independence is freedom from the control or undue influence of others. Independence provides legitimacy to an evaluation and reduces the potential for conflict of interest that could arise if policy-makers and managers were solely responsible for evaluating their own activities.

Independence must be ensured at three different levels.

- At the organizational level, the evaluation function must be separated from those individuals responsible for the design and implementation of programmes and operations being evaluated.
- At the functional level, there must be mechanisms that ensure independence in the planning, funding and reporting of evaluations.
- At the behavioural level, there must be a code of conduct that is ethics-based (UNEG, 2008a; WHO, 2009a). This code of conduct will seek to prevent and appropriately manage conflicts of interest (section 3.6).

Evaluators should not be directly responsible for the policy, design or overall management of the subject under review. At the same time, there is a need to reconcile the independence of evaluation with a participatory approach. Often when national programmes are being evaluated, members of the evaluation
team include staff of the programmes that are being evaluated, since they are responsible for supporting the evaluation process and methods and, most importantly, for implementing recommendations for programme change and reform. WHO staff performing evaluations should abide by the ethical principles and rules of conduct outlined in the compilation of WHO policies (WHO, 2009a). External contractors should abide by WHO’s requirements for external contractual agreements. Evaluators must maintain the highest standards of professional and personal integrity during the entire evaluation process. They are expected to ensure that evaluations address issues of gender, equity and human rights and that they are sensitive to contextual factors such as the social and cultural beliefs, manners and customs of the local environment.

1.1.5 **Utility**

Utility relates to the impact of the evaluation at organizational level, on programme and project management, and on decision-making. It requires that evaluation findings are relevant and useful, presented in a clear and concise way, and monitored for implementation. Utility depends on evaluation timeliness; relevance to the needs of the project, programme, systems and stakeholders; credibility of the process, methods and products; and accessibility of reports. Utilization-focused evaluations form the basis on which the results of evaluation inform policy and management.

Utility will be ensured through a systematic prioritizing of the evaluation agenda on the basis of established criteria and consultation with relevant stakeholders, systematic follow-up of recommendations, public access to the evaluation reports and/or other products, and alignment with WHO’s management framework founded on results-based performance.

1.1.6 **Quality**

Quality relates to the appropriate and accurate use of evaluation criteria, impartial presentation and analysis of evidence, and coherence between findings, conclusions and recommendations.

Quality will be ensured through:

- continuous adherence to the WHO evaluation methodology, applicable guidelines and the UNEG norms and standards for evaluation (UNEG, 2012b);
- oversight by the ad hoc evaluation management group (section 3.5);
- the peer review process;
- application of a quality assurance system for evaluation (section 4.3, Annexes 4, 10 and 15).
1.1.7 Transparency

Transparency requires that stakeholders are aware of the purpose and objectives of the evaluation, the criteria, process and methods by which evaluation occurs, and the purposes to which the findings will be applied. It also requires access to evaluation materials and products.

In practical terms the requirements of transparency are as follows.

- The commissioner of the evaluation should ensure continuous consultation and involvement with relevant stakeholders at all stages of the evaluation process.
- The evaluation report should contain details of the purpose and objectives, evaluation methodologies, approaches, sources of information, recommendations and costs incurred.
- In accordance with the WHO disclosure policy, evaluation plans, reports, management responses and follow-up reports should be published on the WHO evaluation web site and on the web sites of WHO country and regional offices, as applicable.

1.2 Evaluation culture and organizational learning

There is no single definition of an evaluation culture. It is a multifactorial concept that is applied differently across various institutional settings (OECD, 1998). WHO considers that an evaluation culture is an environment characterized by:

- organizational commitment expressed through institutionalization of the evaluation function in terms of a structure and process;
- widespread support for evaluation demonstrated through the willingness of managers and decision makers to make effective use of policy advice generated in evaluations;
- strong demand for evaluation generated, specified and articulated by internal and external stakeholders;
- appreciation of innovation and recognition of the need for the Organization to continue learning from feedback on results in order to remain relevant;
- continuous development of evaluation competencies, thus ensuring competent evaluators and well-informed commissioners and users;
- readiness to learn from real situations, sharing information not only about success but also about weaknesses and mistakes made.

In order to mainstream this evaluation culture and organizational learning within WHO’s decentralized structure, the Organization needs a mechanism to operationalize related activities. The GNE plays a key role as a
platform to exchange information on evaluation issues of common interest across the Organization, and to promote the use of evaluation and of its products through capacity building and through the development of training materials and information sessions. The GNE is thus a critical element for promoting WHO’s culture of evaluation (Annex 6).

1.3 **Participatory approach**

WHO views the participatory approach to evaluation as a continuation of efforts to foster a culture of evaluation that involves stakeholders at all levels of the Organization and partner entities, including the beneficiaries. The participatory approach is one of the crucial components of equity-focused evaluation (UNICEF, 2011). Participatory approaches engage stakeholders actively in developing the evaluation and all phases of its implementation. Those who have the most at stake in the programme – i.e. decision-makers and implementers of the programmes, partners, programme beneficiaries and funders – play active roles, particularly in evaluations that have a strong learning focus.

A participatory approach ensures that evaluations address equity, share knowledge and strengthen the evaluation capacities of programme beneficiaries, implementers, funders and other stakeholders. The approach seeks to honour the perspectives, voices, preferences and decisions of the least powerful and most affected stakeholders and programme beneficiaries. Ideally, through this approach, participants determine the evaluation’s focus, design and outcomes within their own socioeconomic, cultural and political environments.

Full-blown participatory approaches to evaluation require considerable resources, and it is therefore necessary to balance the advantages of these approaches against their limitations to determine whether or how best to use such a methodology for conducting an evaluation (Annex 7).

1.4 **Integration of cross-cutting corporate strategies: gender, equity and human rights**

At its 60th session in May 2007, the World Health Assembly called for more effective ways of mainstreaming cross-cutting priorities of WHO (WHO, 2007). Gender, equity and human rights are crucial to almost all health and development goals.

Consistent with the Director-General’s decision to prioritize the mainstreaming of these issues across all levels of WHO, and in accordance with (i) WHO’s Constitution (WHO, 2005), (ii) WHO’s strategy on gender mainstreaming (WHO, 2009b), and (iii) UNEG guidance on integrating gender, equity and human rights into evaluation work (UNEG, 2011), all future WHO evaluations should be guided by these principles:
The human rights-based approach entails ensuring that WHO strategies facilitate the claims of rights-holders and the corresponding obligations of duty-bearers. This approach also emphasizes the need to address the immediate, underlying and structural causes of not realizing such rights. Civic engagement, as a mechanism to claim rights, is an important element in the overall framework. When appropriate, evaluations should assess the extent to which a given action has facilitated the capacity of rights-holders to claim their rights and the capacity of duty-bearers to fulfil their obligations (UNDP, 2009). Evaluations should also address the extent to which WHO has advocated for the principle of equality and inclusive action, and has contributed to empowering and addressing the needs of disadvantaged and vulnerable populations in a given society.

Mainstreaming a gender perspective is the process of assessing the implications for women and men of any planned action, including legislation, norms and standards, policies or programmes, in all areas and at all levels. It is a strategy for making gender-related concerns and experiences an integral dimension of the design, implementation, monitoring and evaluation of policies and programmes in order to ensure that women and men benefit equally and inequality is not perpetuated. Evaluations should assess the extent to which WHO actions have considered mainstreaming a gender perspective in the design, implementation and outcome of the initiative and whether both women and men can equally access the initiative’s benefits to the degree intended (WHO, 2011a).

Equity in health. Equity is the absence of avoidable or remediable differences among populations or groups defined socially, economically, demographically or geographically. Health inequities involve more than inequality – whether in health determinants or outcomes, or in access to the resources needed to improve and maintain health – they also include failure to avoid or overcome such inequality in a way that infringes human rights norms or is otherwise unfair.

Mainstreaming gender, equity and human rights principles in evaluation work entails systematically including in the design of evaluation approaches and terms of reference consideration of the way that the subject under evaluation influences gender, equity and human rights. The aim is to ensure the following.

Evaluation plans assess the evaluability of the equity, human rights and gender dimensions of an intervention and how to deal with different evaluability scenarios.
- Evaluation of gender, equity and human rights mainstreaming includes assessing elements such as accountability, results, oversight, human and financial resources, capacity.
- Evaluation terms of reference include gender-, equity- and human rights-sensitive questions.
- Methodologies include quantitative and qualitative methods and a stakeholder analysis that is sensitive to human rights, equity and gender and is inclusive of diverse stakeholder groups in the evaluation process.
- Evaluation criteria, questions and indicators take human rights, equity and gender into consideration.
- The criteria for selecting members of the evaluation team are that they should be sensitive to human rights, equity and gender issues, in addition to being knowledgeable and experienced.
- The methodological approach of the evaluation allows the team to select and use tools to identify and analyse the human rights, equity and gender aspects of the intervention.
Chapter 2. Organization of evaluation across WHO

2.1 Evaluations at WHO

2.1.1 Commissioning and conducting evaluations

WHO’s evaluation policy outlines a corporate evaluation function that coexists with a decentralized approach to evaluation. Corporate evaluations are undertaken by the Office of Internal Oversight Services (IOS). Decentralized evaluations may be commissioned and conducted by different levels of the Organization, such as:

- headquarters-based departments, technical programmes and units;
- regional technical programmes and units;
- WHO country offices (WCOs);
- IOS as custodian of the evaluation function;

In addition, the WHO Executive Board may, at its discretion, commission an evaluation of any aspect of WHO. Other stakeholders such as Member States, donors or partners (partnerships and joint programmes) may also commission external evaluations of the work of WHO for purposes of assessing performance or accountability, or for placing reliance on the work of the Organization.

Evaluations may be conducted by WHO staff, external evaluators or a combination of both.

2.1.2 Types of evaluation in WHO

Depending on their scope, evaluations are categorized as follows.

- **Thematic evaluations** focus on selected topics such as a new way of working, a strategy, a cross-cutting theme or core function, or address an emerging issue of corporate institutional interest. Thematic evaluations provide insight into relevance, effectiveness, sustainability and broader applicability. They require an in-depth analysis of a topic and cut across organizational structures. The scope of these evaluations may range from the entire Organization to a single WHO office.

- **Programmatic evaluations** focus on a specific programme. This type of evaluation provides in-depth understanding of how and why results and outcomes have been achieved over several years and examines their relevance, effectiveness, sustainability and efficiency. Programmatic evaluations address achievements in relation to WHO’s results chain and require a systematic analysis of the
programme under review. The scope of programmatic evaluations may range from a country to interregional or global levels. Depending on who commissions them, programmatic evaluations may be corporate or decentralized.

- **Office-specific evaluations** focus on the work of the Organization in a country, in a region or at headquarters in respect of WHO's core roles, function, objectives and commitments. Depending on their scope and who commissions them, these evaluations may be either corporate or decentralized.

Depending on who commissions and who conducts them, evaluations may be further categorized as follows.

- **Internal evaluations** are commissioned and conducted by WHO, at times with some inputs from external evaluators.
- **Joint evaluations** are commissioned and conducted by WHO and at least one other organization. Annex 8 provides guidance on the conditions under which joint evaluations are usually undertaken.
- **Peer evaluations** are commissioned by WHO and conducted by teams composed of external evaluators and programme staff. These evaluations combine internal understanding with external expertise and often focus on strengthening national capacities for selected programmes.
- **External evaluations** are typically commissioned by WHO, or by Member States, donors or partners, and are conducted by external evaluators. The evaluations usually assess the performance and accountability of WHO prior to placing reliance on its work. WHO cooperates fully in such evaluations, and the GNE and IOS can facilitate such processes by providing appropriate information and by connecting external evaluation teams with internal WHO units, departments and other stakeholders.

### 2.1.3 Use of and approach to evaluation

Evaluation needs to address both organizational learning and accountability, and the balance between these two purposes will guide the terms of reference and the methodology of the evaluation. Finding the right balance is an important role of the commissioner of the evaluation. The timing of the evaluation in relation to the programme's life-cycle is also important because it will influence the methodological approaches and the specific focus of the evaluation. Three types of evaluation are possible from this perspective (section 3.3).
Roles and responsibilities in implementing WHO’s evaluation policy

WHO’s approach to evaluation is characterized by the principles of decentralization and transparency, and by the availability of a central corporate evaluation function and a global network on evaluation. The roles and responsibilities of the stakeholders and related parties in the implementation of the WHO evaluation policy are outlined below.

IOS is the custodian of the evaluation function. Through its annual report, IOS reports directly to the Director-General and to the Executive Board on matters relating to evaluation in WHO. IOS is responsible for commissioning corporate-level evaluations and for the following functions:

- leading the development of a biennial Organization-wide evaluation workplan;
- informing senior management of evaluation-related issues of Organization-wide importance;
- facilitating the input of evaluation findings and lessons learned for programme planning;
- coordinating the implementation of the evaluation policy across the three levels of the Organization;
- maintaining a system to monitor management responses to evaluations;
- maintaining an online registry of evaluations performed across WHO;
- maintaining a roster of experts with evaluation experience;
- providing guidance material and advice for the preparation, conduct and follow-up of evaluations;
- reviewing evaluation reports for compliance with the requirements of the evaluation policy;
- strengthening capacities in evaluation among WHO staff (e.g. making available standardized methodologies or training on evaluation);
- submitting an annual report on the implementation of the biennial Organization-wide evaluation workplan to the Executive Board through the Director-General;
- supporting the periodic review and updating of the evaluation policy as needed;
- acting as the secretariat of the GNE.

The GNE is a network of staff from all levels of the Organization who act as focal points to support the implementation of the evaluation policy and
promote the culture of evaluation, as well as facilitating information-sharing and knowledge management (Annex 6). In particular, GNE members:

- participate in the preparation of the biennial Organization-wide evaluation workplan and its annual update;
- submit reports of evaluation done in their areas of responsibility to the evaluation registry;
- follow up on the status of management responses to evaluation recommendations;
- act as focal points for evaluation in their respective constituencies;
- champion evaluation throughout the Organization;
- advise programmes across WHO on evaluation issues, as needed.

GNE members are appointed by assistant directors-general at headquarters and by regional directors at regional offices to represent:

- country office level: heads of WHO country offices who have a strong background in evaluation and have the capacity to champion evaluation issues at country level within their region;
- regional level: staff working at the regional level whose current functions include monitoring and evaluation (ideally, these staff could be working in the office of the director of programme management, the assistant regional director or deputy regional director, depending on the regional office);
- WHO headquarters level: staff working at headquarters with responsibilities for monitoring and evaluation within their clusters;
- global level: staff working on monitoring and evaluation within the WHO departments that address cross-cutting issues of special relevance to evaluation, such as Country Collaboration (CCO), Communications (DCO), Gender, Equity and Human Rights (GER), IOS, Knowledge Management and Sharing (KMS), Information Technology (ITT), and Planning, Resource Coordination and Performance Monitoring (PRP).

The Executive Board of WHO:

- determines the evaluation policy and subsequent amendments, as needed;
- provides oversight of the evaluation function within the Organization;
- encourages the performance of evaluations as an input to planning and decision-making;
- provides input to the biennial Organization-wide evaluation workplan on items of specific interest for Member States;
- approves the biennial Organization-wide evaluation workplan;
- considers and takes note of the annual report on the implementation of the biennial Organization-wide evaluation workplan.

The Global Policy Group (GPG):
- is consulted on the proposed contents and subjects prior to finalization of the biennial Organization-wide evaluation workplan;
- ensures that there are adequate resources to implement the biennial Organization-wide evaluation workplan;
- considers the report on the implementation of the biennial Organization-wide evaluation workplan.

The Director-General shall:
- be consulted on the proposed contents and subjects prior to finalization of the biennial Organization-wide evaluation workplan;
- ensure that there are adequate resources to implement the biennial Organization-wide evaluation workplan;
- consider the report of the implementation of the biennial Organization-wide evaluation workplan.

Regional directors and assistant directors-general:
- assist with the identification of topics for the biennial Organization-wide evaluation workplan;
- ensure that financial resources for evaluation are included in projects and workplans;
- ensure that evaluation recommendations relating to their areas of work/programmes are monitored and implemented in a timely manner;
- assign a focal point for evaluation in the region and/or cluster for the GNE.

Programme directors and heads of country offices should:
- ensure that all major programmes are evaluated at least once in their strategic planning life-cycle in accordance with established criteria;
- ensure that all programmes have a well-defined performance framework with a set of indicators, baselines and targets that
contributes to their evaluability for process, outputs, outcomes and impact, as appropriate;

– ensure that evaluations are carried out in accordance with WHO evaluation policy;

– ensure that responsible officers in the programmes prepare management responses to all evaluations and track implementation of the recommendations;

– ensure timely implementation of all evaluation recommendations;

– utilize evaluation findings and recommendations to inform policy development and improve programme implementation;

– through their representative at the GNE, report on evaluation plans, progress of implementation and follow-up of recommendations on at least a six-monthly basis.

The director of PRP at headquarters is responsible for the coordination of tools and systems to provide the information to determine the evaluability of projects, programmes and initiatives, as appropriate.

The Independent Expert Oversight Advisory Committee (IEOAC) provides oversight and guidance on the evaluation function.

2.3 Financing, planning and reporting on evaluation

2.3.1 Financing evaluation

In determining the amount required to finance the evaluation function, other organizations have estimated that 3–5% of the programme budget should be used for evaluation. WHO has adopted these figures, which will be revised in due course. It is the responsibility of the Director-General’s Office, regional directors, assistant directors-general, directors of departments and heads of WHO country offices to ensure that resources are adequate to implement their respective components of the Organization-wide evaluation plan. An appropriate evaluation budget needs to be an integral part of the operational workplan of a department, programme and project, and should be traceable in the workplan, along with resource use/expenditures, to facilitate reporting. The appropriate evaluation budget should be discussed as necessary with stakeholders during the planning phase of each project/programme/initiative.

2.3.2 Cost of an evaluation

In its 2008 internal review of evaluative work at headquarters, IOS estimated the direct cost of an evaluation ranged between US$ 267 000 and US$ 1.3 million for external evaluations (some impact evaluations have cost over US$ 3 million), and between US$ 53 000 and US$ 86 000 for programme/country evaluations.
The biennial Organization-wide evaluation workplan

The evaluation policy defines a biennial Organization-wide planning and reporting process as part of the Organization’s planning and budgeting cycle. The workplan is established in consultation with senior management at headquarters and regions and with country offices, based on established criteria (Annex 9). The biennial Organization-wide evaluation workplan will be updated annually on the basis of the annual report. The workplan is submitted to the Executive Board for approval through the Programme Budget and Administration Committee.

The following categories will be considered in the development of criteria for the selection of topics for evaluation:

- **organizational requirements** relevant to global, international or regional commitments; specific agreements with stakeholders, partners or donors; requests from governing bodies (e.g. global partnership, Millennium Development Goals or a donor request);

- **organizational significance** relating to the priorities and core functions of the General Programme of Work; level of investment; timing since the last evaluation; complexity and associated inherent risks; impact on reputational risk; evaluability (technical, operational); performance issues or concerns in relation to achievements of expected results, such as a significant problem identified in the course of monitoring;

- **organizational utility** relating to a cross-cutting issue, theme, programme or policy question; potential for replication of innovative/catalytic initiatives; utilization of evaluative findings; potential for staff or institutional learning (innovation); degree of comparative advantage of WHO; or changes in the international health landscape and/or in scientific evidence;

- **mandatory evaluations** for programmes and initiatives once in their life-cycle when at least one of the following conditions applies:
  - WHO has agreed to a specific commitment with the related stakeholders over that life-cycle;
  - the programme or initiative exceeds the period covered by one General Programme of Work;
  - the cumulative investment size of the programme or initiative exceeds 2% of the programme budget.

The duration of the programme/initiative as well as the stage in the programme life-cycle needs to be considered when selecting the evaluation.

The identification of evaluations for the biennial Organization-wide evaluation workplan will be coordinated by the GNE through an effective consultation process involving:
– for corporate evaluations: the Director-General, regional directors, advisers to the Director-General;
– for decentralized evaluations: regional directors, advisers to the Director-General, directors and heads of country offices.

2.3.4 Reporting on the biennial Organization-wide evaluation workplan to the governing bodies

IOS coordinates the preparation of an annual evaluation report and presents it to the Executive Board through the Programme, Budget and Administration Committee. The report is reviewed by the GNE for comments and additions, as applicable, before it is finalized by IOS. The report consists of two parts.

- **Part 1** reports on the implementation of the evaluation policy. The report is designed to inform the Organization’s governing bodies of progress in the implementation of the biennial evaluation workplan. It conveys information on the status of planned evaluations at both corporate and decentralized levels, and gives a summary account of their main findings and recommendations, as well as lessons learned. The report also gives an account of the functioning of the GNE throughout the year. The report suggests modifications that need to be made to the biennial evaluation workplan as a result of the analysis of progress made in its implementation and resulting findings or comments.

- **Part 2** covers utilization and follow-up of recommendations. The report relates the implementation status of the recommendations of all evaluations included in the evaluation registry and provides details on the level of compliance of WHO’s commissioning entities with the follow-up of their respective evaluations. Those who commission an evaluation are ultimately responsible for the use made of the evaluation’s findings. They are also responsible for issuing a timely management response through the appropriate assistant director-general at headquarters or through the regional directors and heads of WHO country offices. Management responses should contain detailed information on the actions taken to implement the evaluation’s recommendations.

To support analysis and reporting, IOS has established a central tracking process to monitor management responses throughout the Organization.

- The GNE monitors the follow-up of the implementation of evaluations in a systematic manner, coordinating efforts with those who commissioned the evaluations.
- IOS, based on inputs from the GNE, issues periodic status reports to senior management on progress made in the implementation of recommendations.
- IOS includes a section on implementation of recommendations in its annual evaluation report to the Executive Board.
PART TWO. PREPARING FOR AND CONDUCTING AN EVALUATION

In this second part of the Evaluation practice handbook, Chapter 3 outlines a step-by-step approach to the evaluation planning process, Chapter 4 reviews the activities necessary to conduct an evaluation, Chapter 5 provides details of the requirements of reporting, and Chapter 6 describes the utilization and follow-up of evaluation results (Fig. 1).

Fig. 1
Structure of Part Two and the different steps of the evaluation process
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- Estimating resources
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Utilization and follow-up of evaluation results
Chapter 6
- Communication
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Chapter 3. Evaluation planning

This chapter provides a description of the evaluation planning process and outlines the considerations that form the basis of commissioning an evaluation.

The chapter starts by examining the requirements for defining adequate evaluation questions and linking them to evaluation criteria. It also spells out the necessary components of an evaluation plan and provides guidance on drafting clear terms of reference that will hold the evaluation team accountable. The chapter describes the main points to be considered when selecting a methodological approach and ensuring the availability of resources. It also includes guidance on determining a workable evaluation management structure, selecting an evaluation team and preparing an inception report.

3.1 Defining evaluation questions and criteria

The most crucial part of an evaluation is to identify the key questions that it should address. These questions should be formulated by the evaluation commissioner, and should take into account the organizational context in which the evaluation is to be carried out, and the life-cycle of the programme or project. The key questions will serve as the basis for more detailed questions.

Evaluation questions may be:

- **descriptive**, where the aim is to observe, describe and measure changes (what happened?);
- **causal**, where the aim is to understand and assess relations of cause and effect (how and to what extent is that which occurred contributing to and/or attributable to the programme?);
- **performance-related**, where evaluation criteria are applied (are the results and impacts satisfactory in relation to targets and goals?);
- **predictive**, where an attempt is made to anticipate what will happen as a result of planned interventions (will the measures to counter a particular issue in a given area create negative effects in other areas or be taken at the expense of other pressing public health problems?);
- **probing**, where the intention is to support change, often from a value-committed stance (what are the effective strategies for enhancing women’s access to care?).

Ideally, evaluation questions should have the following qualities:

- The question must correspond to a real need for information or identification of a solution. If a question is of interest only in terms
of new knowledge, without an immediate input into decision-making or public debate, it is more a matter of scientific research and should not be included in an evaluation.

- The question concerns a need, a result, an impact or a group of impacts. If a question concerns only the internal management of resources and outputs, it can probably be treated more efficiently in the course of monitoring or audit.

- The question concerns only one judgement criterion. This quality of an evaluation question may sometimes be difficult to achieve. However, experience has shown that it is a key factor and that, without judgement criteria clearly stated from the outset, evaluation reports rarely provide appropriate conclusions.

### 3.1.1 Risks

There are three major risks in drafting evaluation questions (European Commission, 2012):

- gathering large quantities of data and producing sometimes technically sophisticated indicators that make little contribution to practice or policy;
- formulating evaluation questions that are not answerable;
- defining the overarching concern for utility too narrowly and limiting the user focus to the instrumental use of evaluation by managers, rather than including uses that beneficiaries and civil society groups may make of evaluation in support of public health and accountability.

In practice, not all questions asked by evaluation commissioners and programme managers are suitable as evaluation questions; some are complex, long-term and/or require data that are not available. In some cases, questions do not even require evaluation and can be addressed through existing monitoring systems, by consulting managers or by referring to audits or other control systems.

### 3.1.2 Evaluation criteria

The expected purpose of the evaluation will determine the criteria that need to be included. The criteria may then be used to define the evaluation questions (Table 1). Some of these criteria have been adapted to specific evaluations such as those related to humanitarian programmes (ALNAP, 2006).
<table>
<thead>
<tr>
<th>Criterion</th>
<th>Measure</th>
<th>Sample questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevance</td>
<td>The extent to which the objectives of an intervention are consistent with the requirements of beneficiaries, country needs, global priorities and the policies of partner organizations and donors. Retrospectively, questions related to relevance may be used to evaluate whether the objectives of an intervention or its design are still appropriate given changed circumstances. The appropriateness of the explicit objectives of the programme in relation to the socioeconomic problems it is intended to address. In ex ante evaluations, questions of relevance are the most important because the focus is on choosing the best strategy or justifying the one proposed. In formative evaluations, the aim is to check whether the public health context has evolved as expected and whether this evolution calls into question a particular objective.</td>
<td>To what extent are the programme objectives justified in relation to needs? Can their raison d’être still be proved? Do they correspond to local, national and global priorities?</td>
</tr>
<tr>
<td>Efficiency</td>
<td>How economically resources/inputs (funds, expertise, time, etc.) are converted to outputs/results. Comparison of the results obtained or, preferably, the outputs produced, and the resources spent. In other words, are the effects obtained commensurate with the inputs? (The terms “economy” and “cost minimization” are sometimes used in the same way as “efficiency”.)</td>
<td>Have the objectives been achieved at the lowest cost? Could better effect be obtained at the same cost?</td>
</tr>
<tr>
<td>Criterion</td>
<td>Measure</td>
<td>Sample questions</td>
</tr>
<tr>
<td>-----------</td>
<td>---------</td>
<td>------------------</td>
</tr>
<tr>
<td><strong>Effectiveness</strong></td>
<td>The extent to which the programme/initiative’s objectives were achieved or are expected to be achieved, taking into account their relative importance. Effectiveness is also used as an aggregate measure of (or judgement about) the merit of worth of an activity – i.e. the extent to which a programme has achieved, or is expected to achieve, its major relevant objectives and have a positive institutional impact. Whether the objectives formulated in the programme are being achieved, what the successes and difficulties have been, how appropriate the solutions chosen have been and what the influence is of factors external to the programme.</td>
<td>To what extent has the outcome/impact been achieved? Have the intervention and instruments used produced the expected effects? Could more results be obtained by using different instruments?</td>
</tr>
<tr>
<td><strong>Sustainability</strong></td>
<td>The continuation of benefits from an intervention after major assistance has been completed, the probability of continued long-term benefits, the resilience to risk of the net benefit flows over time. The extent to which the results and outputs of the intervention are durable. Evaluations often consider the sustainability of institutional changes as well as public health impacts.</td>
<td>Are the results and impacts, including institutional changes, durable over time? Will the impacts continue if there is no more public funding?</td>
</tr>
<tr>
<td><strong>Impact</strong></td>
<td>Grouping of the positive and negative, primary and secondary long-term effects produced by a development intervention, directly or indirectly, intended or unintended. The measurement of impact is a complex issue that requires specific methodological tools to assess attribution, contribution and the counterfactual (section 3.3).</td>
<td>Are the results still evident after the intervention is completed?</td>
</tr>
</tbody>
</table>

Source: adapted from definitions in OECD (2010b).
The terms “effectiveness” and “efficiency” are commonly used by managers who seek to make judgements about the outputs and the general performance of an intervention. There is likely to be a fairly large set of questions that will be grouped under these criteria.

3.1.3 Additional considerations

Additional considerations may be taken into account in evaluation, as outlined in Table 2.

Table 2
Additional considerations

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Measure</th>
<th>Sample questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utility</td>
<td>Judges the outcomes produced by the programme in relation to broader public health needs. Utility is an evaluation criterion that reflects the official objectives of the programme. A question on utility should be formulated when programme objectives are unclear or when there are many unexpected impacts. In this case, stakeholders, and in particular intended beneficiaries, should be involved in the selection of utility questions.</td>
<td>Are the expected or unexpected effects globally satisfactory from the point of view of direct or indirect beneficiaries?</td>
</tr>
<tr>
<td>Equity</td>
<td>Mainly used to refer to equal access for all population groups to a service without any discrimination. This concept relates to the principle of equal rights and equal treatment of women and men. It means, firstly, that everybody is free to develop personal aptitudes and to make choices without being limited by stereotyped gender roles, and secondly, that particular differences in behaviour, aspirations and needs, between women and men, are not to be valued too highly or considered too critically. The principle of equity may require unequal treatment to compensate for discrimination.</td>
<td>Have the principles of gender equality, human rights and equity been applied throughout the intervention?</td>
</tr>
</tbody>
</table>
Table 2 continued

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Measure</th>
<th>Sample questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coherence</td>
<td>The need to assess security, developmental, trade and military policies as well as humanitarian policies to ensure that there is consistency and, in particular, that all policies take into account humanitarian and human rights considerations.</td>
<td>To what extent were the different interventions or components of an intervention complementary or contradictory?</td>
</tr>
<tr>
<td></td>
<td>Coherence may be difficult to evaluate, in part because it is often confused with coordination. The evaluation of coherence focuses mainly on the policy level while that of coordination focuses more on operational issues.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Addressing coherence in evaluations is important where there are many actors and increased risk of conflicting mandates and interests.</td>
<td></td>
</tr>
<tr>
<td>Synergy</td>
<td>Several interventions (or several components of an intervention) together produce an impact that is greater than the sum of the impacts they would produce alone.</td>
<td>Is any additional impact observed that is the positive or negative result of several components acting together?</td>
</tr>
<tr>
<td></td>
<td>Synergy generally refers to positive impacts. However, phenomena that reinforce negative effects, negative synergy or anti-synergy may also be referred to (e.g. an intervention subsidizes the diversification of enterprises while a regional policy helps to strengthen the dominant activity).</td>
<td></td>
</tr>
</tbody>
</table>
### Table 2 continued

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Measure</th>
<th>Sample questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Additionality</td>
<td>The extent to which something happens as a result of an intervention that would not have occurred in the absence of the intervention. Additionality means that an intervention does not displace existing efforts by other players in the same area. In other words, other sources of support remain at least equal to that which existed before the intervention.</td>
<td>To what extent did the intervention add to the existing inputs, instead of replacing any of them, and result in a greater aggregate?</td>
</tr>
<tr>
<td>Deadweight</td>
<td>Change observed among direct beneficiaries following an intervention that would have occurred even without the intervention. The difference between deadweight and counterfactual is that the former underscores the fact that resources have funded activities that would have taken place even without public support.</td>
<td>Did the programme or intervention generate outputs, results and impacts that would in any case have occurred?</td>
</tr>
<tr>
<td>Displacement</td>
<td>The effect obtained in an area at the expense of another area, or by a group of beneficiaries at the expense of another group within the same territory. Evaluation can best contribute to answering questions about deadweight and displacement when the scale of an intervention or programme is large.</td>
<td>Did the intervention cause reductions in public health development elsewhere?</td>
</tr>
</tbody>
</table>

Sources: Danida, 2012; European Commission, 2012; OECD, 2010a; UNEG, 2012b.

In addition, evaluation questions that derive from these considerations may relate to the unintended negative and positive consequences of interventions. Although programmes have their own logic and goals, they are embedded in policies that define a broader purpose. Evaluators should also consider results of a programme that goes beyond formal goals, such as:

- the experiences and priorities of intended beneficiaries who have their own criteria for programme effectiveness that may not accord with those of programme architects and policy-planners;
– perverse effects that may run counter to programme intentions, reducing opportunities rather than increasing them;
– results suggested by other research and evaluation, possibly drawing on theories of public health or comparative experience in other countries.

3.1.4 **Evaluability of evaluation questions**

Once the key evaluation questions have been identified, their evaluability has to be considered. A preliminary assessment has to be made of whether the evaluation team, in the time available and using appropriate evaluation tools, will be able to provide credible answers to the questions asked.

For each evaluation question, there is a need to check:

– whether the concept is clear;
– whether explanatory hypotheses can be formulated;
– whether available data can be used to answer the question, without further investigation;
– whether access to information sources will pose major problems.

A number of factors can make a question difficult to answer, such as if a programme is new, if it has not yet produced significant results, or if there are no available data or the data that are available are inappropriate. These reasons may lead to the decision to reconsider the appropriateness of the evaluation questions, to postpone the evaluation or not to undertake it.

Other questions that are relevant and should be considered even before the key questions are identified, include the following.

- Will the recommendations be used? By whom? For what purpose (deciding, debating, informing)? When?
- Is it appropriate to perform such an evaluation at a given time or in a particular political context? Is there a conflict that could compromise the success of the exercise?
- Has a recent study already answered most of the questions?

All evaluation questions need to be narrowed down and clarified so that they are as concise as possible.

3.2 **Preparing terms of reference**

Once there is agreement on the objectives of the evaluation and the questions that it will need to answer, it is essential to formalize planning by establishing
the terms of reference. The terms of reference serve as the guide and point of reference throughout the evaluation.

While the initial draft of the terms of reference is usually the responsibility of the commissioning office, evaluation terms of reference should be completed in consultation with key stakeholders and evaluation partners in order to ensure that their key concerns are addressed and that the essential audience for the evaluation will view its results as valid and useful.

The terms of reference should be explicit and focused and should provide a clear mandate for the evaluation team regarding what is being evaluated and why, who should be involved in the evaluation process, and the expected outputs (Annex 10).

The terms of reference should be unique to the circumstances and purposes of the evaluation. Adequate time should be devoted to preparing evaluation terms of reference – in particular by the evaluation manager – as they play a critical role in establishing the quality standards and use of the evaluation report.

The outcome, project, thematic area or other initiatives selected for evaluation along with the timing, purpose, duration and scope of the evaluation will dictate much of the substance of the terms of reference. However, because an evaluation cannot address all issues, developing the terms of reference also involves strategic choices about the specific focus, parameters and outputs for the evaluation within available resources.

3.2.1 Content of terms of reference

The terms of reference for an evaluation should include detailed information on the following elements (see Annex 10 for a quality checklist):

- context of the evaluation and framework analysis of the subject under evaluation;
- purpose and objectives of the evaluation;
- scope and focus of the evaluation;
- evaluation criteria (relevance, efficiency, effectiveness, sustainability and impact);
- key evaluation questions;
- adherence to WHO cross-cutting strategies on gender, equity and human rights;
- users (owners and audience) of the evaluation results;
- methodology (involvement of stakeholders, approach for data collection, and analysis methods required to answer the evaluation questions);
3.2.2 Context of the evaluation

Evaluations are usually scheduled on completion of a critical phase, or at the end, of the project/programme planning and management cycles. Timeliness is critical to the degree of utility of the results of a given evaluation. It is also important to assess the scheduling of an evaluation in the light of local circumstances since these may jeopardize the course of the evaluation or have a significant bearing on its findings or its relevance.

Moreover, an evaluation may be deferred until other assessments provide clear information on the successes or failures of a project or programme.

3.2.3 Purpose of the evaluation

The initial step in planning an evaluation is to define why the evaluation is being undertaken, i.e. to identify and prioritize the evaluation objectives. This entails determining who needs what information and how the results of the evaluation will be used.

All potential evaluation users, beyond those who commission the evaluation, should be identified. Typically, users would include, according to the situation, responsible WHO staff, implementing partners, partnership members, recipients of the intervention, policy-makers, those with a stake in the project or programme, and individuals in organizations related to the activity being evaluated.

3.2.4 Evaluation scope and focus

Determining the scope of an evaluation includes identifying the nature of the activity and the time period that the evaluation should cover, which may already have been specified with the project or programme during planning.

Other options can be considered, including looking at one activity in several programmes to compare the effectiveness of various approaches, or looking at several projects in a particular area to provide insight into their interactions and relative effectiveness.
An evaluation should:

– describe and assess what output, outcome and impact the activity or service has accomplished, and compare this with what it was intended to achieve;
– analyse the reasons for what happened or the changes that occurred;
– recommend actions for decision-makers to take, based on the answers to the evaluation questions.

An evaluation may focus on different levels of service/project/programme inputs, outputs, processes, outcomes and impacts. A key element underlying evaluations is the need to examine changes and their significance in relation to effectiveness, efficiency, relevance, sustainability and impact (UNICEF, 1991). While any single evaluation may not be able to examine each of these elements comprehensively, they should be taken into consideration.

3.2.5 **Deliverables**

The terms of reference should clearly describe the deliverables expected from the evaluation exercise, i.e. the evaluation report (inception, draft and final reports). They need to clearly state who will make inputs to the final report, who has final control over the report, the structure and expected content of the report, and the target audience. All these elements should be clearly agreed with the evaluation team leader early in the evaluation process, so that data collection is focused on what is required for the report.

The terms of reference need to consider the following aspects of the report in relation to the report’s final format and content (see Annex 10):

– timing of the draft and final report
– need for an executive summary;
– clarity of content;
– suitability of format for the intended audience;
– who will make inputs to the report, and who has final control over its structure and content;
– distribution list and distribution strategy of the report.

During the course of the evaluation, it may become necessary to change some aspects of the expected structure or format of the report on the basis of the actual situation and findings. On occasion, the evaluation team may propose amendments to the terms of reference, provided that those who commissioned the evaluation are informed of the progress of the evaluation and the reasons for revising the terms of reference.
While there is a need to demonstrate adequate flexibility to preserve the relevance of the evaluation, it is important to ensure that any amendments to the terms of reference do not affect the suitability and effectiveness of the evaluation adversely.

### 3.3 Choosing a methodological approach

#### 3.3.1 Evaluation approach

Each evaluation should have clear objectives, and its purpose and emphasis should be tailored to meet the objectives most appropriately. It should be clear whether the emphasis is on policy, process and management issues; or on results, including outcomes and impact of the interventions under study; or on a mix of both process issues and results at various levels (Danida, 2012).

Over the years, evaluation approaches have evolved from classical categorizations such as summative and formative approaches to include combined approaches and impact evaluation.

The purpose, scope and evaluation questions determine the most appropriate way to inform the selection of an evaluation approach.

#### 3.3.2 Formative, summative and real-time evaluations

- **Formative evaluations** (often called process evaluations) are generally conducted during implementation to provide information on what is working and how efficient it is, in order to determine how improvements can be made.

- **Summative evaluations** (often called outcome/impact evaluations) are undertaken: (i) at or close to the end of an intervention, or at a particular stage of it, to assess effectiveness and results; and (ii) after the conclusion of an intervention to assess impact. The timeframe will depend on the type of intervention, and may range from a few months to several years. Fig. 2 outlines methodological approaches commonly used in relation to summative and formative evaluations. Both approaches need to ensure internal consistency as well as consistency with the WHO results chain.

- **Real-time evaluations** are special evaluations that are particularly applied in humanitarian assistance, within three months of the start of a major new international humanitarian response. A real-time evaluation is an evaluation in which the primary objective is to provide feedback in a participatory way in real time (i.e. during the evaluation fieldwork) to those executing and managing the humanitarian response (ALNAP, 2006).
Methodological approaches to evaluation

**Formative evaluations improve the design and/or performance of policies, services, programmes and projects**

**Formative evaluation includes several evaluation types:**

- **Needs assessment** determines who needs the programme, how great the need is and what might work to meet the need.
- **Evaluability assessment** determines whether an evaluation is feasible and how stakeholders can help shape its usefulness.
- **Structured conceptualization** helps stakeholders define the programme or technology, the target population and the possible outcomes.
- **Implementation evaluation** monitors the conformity of the programme or technology delivery against a set framework.
- **Process evaluation** investigates the process of delivering the programme or technology, including alternative delivery procedures.

Learning lessons for the future helps to determine what fosters replication and scale-up or assesses sustainability.

Assessment of accountability determines whether limited resources are being used in the ways planned to bring about intended results.

**Summative evaluations assess overall programme effectiveness**

**Summative evaluations include several types:**

- **Outcome evaluation** investigates whether the programme or technology caused demonstrable effects on specifically defined target outcomes.
- **Impact evaluation** is broader and assesses the overall or net effects – intended or unintended – of the programme or technology as a whole.
- **Secondary analysis** re-examines existing data to address new questions or use methods not previously employed.
- **Cost-effectiveness and cost-benefit analysis** address questions of efficiency by standardizing outcomes in terms of their costs and values.
- **Meta-analysis** integrates the outcome estimates from multiple studies to arrive at an overall or summary judgement on an evaluation question.

Learning lessons for the future helps to determine what fosters replication and scale-up or assesses sustainability.

Assessment of accountability determines whether limited resources have been used in the ways planned to bring about intended results.

Source: adapted from Trochim, 2006.

### 3.3.3 Evaluation methodology

The evaluation methodology is developed in line with the evaluation approach chosen. The methodology includes specification and justification of the design of the evaluation and the techniques for data collection and analysis (Table 3). The methodology should also address quality.
Table 3
Evaluation methodology – quality aspects and tactics to ensure them

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Tactic</th>
<th>Phase in which tactic is applied</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construct validity</td>
<td>• Using multiple sources of evidence, triangulation</td>
<td>Data collection</td>
</tr>
<tr>
<td></td>
<td>• Establishing chain of evidence</td>
<td>Data collection</td>
</tr>
<tr>
<td></td>
<td>• Having key informants review draft case-study report</td>
<td>Composition</td>
</tr>
<tr>
<td>Internal validity</td>
<td>• Pattern-matching</td>
<td>Data analysis</td>
</tr>
<tr>
<td></td>
<td>• Explanation-building</td>
<td>Data analysis</td>
</tr>
<tr>
<td>External validity</td>
<td>• Using analytical generalization:</td>
<td>Data analysis</td>
</tr>
<tr>
<td></td>
<td>– theory in single case-studies</td>
<td></td>
</tr>
<tr>
<td></td>
<td>– replication logic in multiple case-studies</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Using statistical generalization (for relevant embedded subunits)</td>
<td></td>
</tr>
<tr>
<td>Reliability</td>
<td>• Using case-study protocol</td>
<td>Data collection</td>
</tr>
<tr>
<td></td>
<td>• Developing case-study database</td>
<td>Data collection</td>
</tr>
</tbody>
</table>

The methodology selected should enable the evaluation questions to be answered using credible evidence. A clear distinction needs to be made between the different result levels with an explicit framework analysis or theory of change. The framework analysis or theory of change should make explicit the intervention logic. In addition to containing an objective–means hierarchy stating input, process (activity), output, outcome and impact, it describes the contribution from relevant actors and the conditions needed for the results chain to happen (OECD, 2010a).

The evaluation methodology addresses:

- the scope of the evaluation (duration of evaluation period and activities to be covered);
- data collection techniques at various levels (countries, sectors, themes, cases);
- data analysis to answer the evaluation questions;
- quality of the evaluation exercise.

The available budget and timeframe influence methodological choices, and the methodology chosen has implications for the budget.

The evaluation methodology selected should ensure that the most appropriate methods of data collection and analysis are applied in relation to the evaluation objectives and questions. Evaluation methodologies are derived
from research standards and methods. Research methods that are both tested and innovative inspire and strengthen the methodological rigour of evaluations (Danida, 2012).

There are many possible methodological combinations, mixing quantitative and qualitative methods, which makes each evaluation unique. WHO encourages triangulation of methods, data collection and data analysis based on a thorough understanding of the evaluation topic. All evaluations must be based on evidence and must explicitly consider limitations related to the analysis conducted (e.g. resulting from security constraints or lack of data).

The level of participation of stakeholders in conducting an evaluation is often crucial to its credibility and usefulness. Participatory approaches are time-consuming, but the benefits are far-reaching. However, the advantages of participatory approaches to evaluation need to be balanced against objectivity criteria and the cost and time requirements of carrying out participatory evaluations (Annex 7).

3.3.4 Determining the information needed to answer the evaluation questions

The evaluation commissioner must make sure that the evaluation team starts by using the information that is available, reviewing existing data and assessing their quality. Some available data can be used to assess progress in meeting the objectives of a project/programme, while other existing data may be helpful for developing standards of comparison. Existing data sources may include:

- WHO governing body documentation (e.g. Executive Board/World Health Assembly resolutions, Programme, Budget and Administration Committee guidance);
- WHO’s results-based management framework planning documents (e.g. General Programme of Work, Programme budget, and operational Global Management System workplans), country-level and/or regional-level documents (e.g. country cooperation strategy documents, national health plan and regional programme budget) and, as applicable, the United Nations Development Assistance Framework and/or partnership documents;
- WHO’s results-based management monitoring and assessment documents in the context of the new approach to assessing the Twelfth General Programme of Work 2014–2019, from Programme Budget 2014–2015 onwards;
- annual progress reports and notes, previous evaluations/assessments/reviews available at the different levels of WHO or externally, and administrative data maintained by project or programme managers;
data for developing standards of comparison (possibly including routine reporting systems, surveys, policy analysis and research studies at national, regional and global levels), records or evaluations of similar programmes in different contexts, and reports and publications by donors, universities, research institutions, etc.

As a second step, the minimum amount of new information needed to answer the evaluation questions must be determined. Considerations of cost, time, feasibility and usefulness require that there should be a careful decision as to which data to collect. The evaluation team must ensure that the essential elements are present when planning an evaluation. This can be done by taking the following steps:

- Design a data collection plan, including which indicators to use to measure progress or assess effectiveness. Ideally, indicators should be built into the project or programme design and should be regularly tracked by monitoring. If no indicators are clearly stated, the evaluation must assess which indicators can be used as a proxy or benchmark, and must decide on the evaluability of the project or programme.

- Assess the extent to which indicators will enable the evaluation to judge progress, typically by comparing actual progress with original objectives. Comparisons may also be made with past performance, country-level targets, baseline data, similar services or programmes to help assess whether progress has been sufficient.

3.3.5 Quantitative and qualitative methods

The evaluation commissioner may require the reasons for programme success or failure to be addressed. In this case, the evaluation terms of reference need to make explicit the standard for measuring the programme’s evolution. The terms of reference are developed in consultation with the evaluation team and must indicate the appropriate mix of quantitative and qualitative data collection methods needed.

- Quantitative data collection methods use indicators that are specific and measurable, and can be expressed as percentages, rates or ratios. They include surveys, research studies, etc.

- Qualitative data collection methods use techniques for obtaining in-depth responses about what people think and how they feel, and enable managers to gain insights into attitudes, beliefs, motives and behaviours. Qualitative methods have their particular strength in
addressing questions of why and how, enabling evaluators to come up with proposed solutions. They include interviews, SWOT (strengths, weaknesses, opportunities and threats) analysis, group discussions and observation.

Qualitative and quantitative methods should be used in a manner that is interrelated and complementary, whereby quantitative data may measure “what happened” and qualitative data may analyse “why and how” it happened; evaluations may also use a combination of quantitative and qualitative information to cross-check and balance findings.

3.3.6 Assessing impact
The OECD/DAC definition of impact is the “positive and negative, primary and secondary long-term effects produced by a development intervention, directly or indirectly, intended or unintended” (OECD, 2010b). The UNEG Impact Evaluation Task Force (IETF) refined this definition as follows: “Impact evaluation focuses on the lasting and significant changes that occurred in the short- or long-term, direct or indirect, produced by an intervention or a body of work, or to which the same has contributed” (UNEG, 2013). In the WHO results-based management framework and the Twelfth General Programme of Work, impact refers to the sustainable change in the health of populations to which the secretariat and countries contribute.

The issue of impact has been the subject of intense discussions in the international evaluation community and represents a particular challenge. The OECD/DAC Network on Development Evaluation, the Evaluation Cooperation Group, UNEG, and the European Evaluation Society have discussed appropriate ways and means to address the impact of interventions. Evaluation networks and associations such as the Network of Networks for Impact Evaluation (NONIE), and in particular the International Initiative for Impact Evaluation have been formed to focus on impact evaluation (Leeuw & Vaessen, 2009).

WHO remains engaged in the international debate and research initiatives related to impact evaluations through its continued active participation in the Evaluation Cooperation Group, NONIE, UNEG and other evaluation platforms.

Each WHO department/unit must ascertain the appropriate methodological approach and the most appropriate mix of quantitative and qualitative methods needed to assess impact, depending on the nature, complexity and target beneficiaries of its programmes.

Attribution
Impact evaluations focus on effects caused by an intervention, i.e. “attribution”. This means going beyond describing what has happened to look at causality. Evaluation of impact will, therefore, often require a counterfactual – i.e. an
assessment of the effects the intervention has had compared with what would have happened in the absence of the intervention.

However, interest in attributing results does not mean that a single set of analytical methods should be used in preference to all others in all situations. In fact, the NONIE guidance on impact evaluation underlines that no single method is best for addressing the variety of evaluation questions and aspects that might be part of impact evaluations. Different methods or perspectives complement each other, providing a more complete picture of impact. The most appropriate and useful methodology should be selected on the basis of specific questions or objectives of a given evaluation.

It is rarely possible to attribute the impact of projects/programmes on society rigorously to specific factors or causes. On the one hand, some researchers call for a rigorous assessment of causality through quantitative measures of impact. They advocate the use of randomized control trials and other experimental and quasi-experimental approaches as the gold standard of impact evaluation (Annex 11). On the other hand, a vast amount of literature has demonstrated that these approaches have severe limitations in complex and volatile environments (Patton, 2011).

Impact evaluations are usually based on a combination of counterfactual analysis (e.g. using control groups), before-and-after techniques and triangulation methods. Random sampling is used to select beneficiaries for one-on-one and focus-group discussions, as well as to identify project sites for direct observation purposes. The use of such techniques lays the groundwork for the surveys and case-studies that are then commissioned to collect primary data, especially in cases where the dearth of monitoring and evaluation data acts as a constraint on efforts to arrive at an in-depth appraisal of project impact. Annex 11 presents commonly used methodological approaches to impact evaluation.

**Evaluation of the impact of normative work**

UNEG defines normative work as:

the support to the development of norms and standards in conventions, declarations, regulatory frameworks, agreements, guidelines, codes of practice and other standard setting instruments, at global, regional and national levels. Normative work may also include support to the implementation of these instruments at the policy level, i.e. their integration into legislation, policies and development plans (UNEG, 2012a).

This concept of normative work also applies to the scientific and technical norms and guidelines produced by WHO at global level and to their application at country level. The amorphous nature of normative work makes the evaluation of its impact seemingly elusive. However, UNEG has developed guidance material
to help UN evaluators and the evaluation community at large to conceptualize, design, plan and conduct impact evaluations of the normative and institutional support work of the United Nations.

The notion of the counterfactual is not meaningful in the context of normative work as the impact of normative work at the macro level occurs in interaction with the activities of others (Van den Berg & Todd, 2011). UNEG stresses the relevance of using the theory of change:

A theory of change, also often referred to as the programme theory, results chain, programme logic model, intervention or attribution logic, is a model that explains how an intervention is expected to lead to intended or observed impacts. It illustrates, generally in graphical form, the series of assumptions and links underpinning the presumed causal relationships between inputs, outputs, outcomes and impacts at various levels (UNEG, 2012a).

There are five stages in developing a theory of change (CTC, 2013):

- identifying long-term goals and the assumptions behind them;
- backwards mapping to work out all the requirements necessary to achieve the goal (outcomes/preconditions);
- identifying the interventions necessary to achieve the desired outcomes;
- developing indicators to measure progress on outcomes and to assess performance;
- writing a narrative to explain the logic of the initiative.

The UNEG guidance material stresses the need to take into full account the complex nature of normative work, which typically involves long-term causality chains, where impact most likely occurs indirectly, involving interaction with the work of other actors and with a variety of other factors. Accordingly, and more than in other types of evaluation, it is important to design an explicit, overarching methodological framework which enables individual methods to be brought together to produce a meaningful overall analysis that can assess the contribution of an intervention, rather than list a set of methods and seek to attribute causality to an intervention.

This approach is not unique to impact evaluation of normative work and is applied to the analysis of public policy in general and to any work of WHO in particular. It should vary for each specific evaluation when assessing the evaluability of the subject item in question. Normative work, however, is often of a complex nature and assessing its impact may be more costly and challenging than carrying out other types of evaluation. In this regard, such evaluations may require evaluators with the experience and skills to work on complex situations,
broad strategies and policies and the evaluators have the experience and skills to interact with senior officials and political leaders.

3.4 Estimating resources

When preparing terms of reference for an evaluation, the commissioner should estimate total financial requirements and ensure that the necessary funding is available. Typically, funds come from the budget that has been allocated to the department, unit, programme or project, and the evaluation would be treated as a task in the annual or biennial operational workplan.

The following factors need to be considered in estimating the budget for an evaluation.

- The timing of the evaluation, determined by its purpose. An evaluation conducted early in implementation, which focuses on design issues rather than outcomes, tends to be less complex and smaller in scope than a heavier exercise conducted at the end of a programme or project cycle that requires more data.
- The scope and the complexity of the evaluation and whether it is a process or outcome/impact evaluation. The time and amount of work needed by the evaluation team to collect and analyse data will affect the cost of the evaluation.
- The availability and accessibility of primary and secondary data and the data collection methods selected. If the data readily available are insufficient, the evaluators will need to spend time and resources to locate or generate information and the evaluation will be more costly.

When preparing the budget for an evaluation, the commissioner needs to take into consideration the estimated direct and indirect costs of the evaluation. These should be built into the evaluation workplan and shared by the different entities involved in the evaluation.

Box 1

Specific issues to consider in estimating the direct cost of an evaluation

<table>
<thead>
<tr>
<th>1. Institutional or consultancy fees (evaluation consultants and expert advisory panel members, if any):</th>
</tr>
</thead>
<tbody>
<tr>
<td>• One evaluator or a team? How many in a team? What is the composition (national or international)?</td>
</tr>
<tr>
<td>• How many days will be required for each consultant and adviser?</td>
</tr>
<tr>
<td>• Are the advisory panel members paid (daily fees, honorarium)?</td>
</tr>
<tr>
<td>• What would be the daily rate range for each one of them?</td>
</tr>
<tr>
<td>• What cost is associated with hiring?</td>
</tr>
</tbody>
</table>
2. Travel and logistics
   • How much travel will be required of the evaluation team for briefings at WHO offices, interviews with stakeholders, data collection activities, meetings, etc?
   • What will be the mode of travel (air, WHO or project vehicle)? Are there any particular considerations concerning accessibility or security issues?
   • For how many days and what are the allowances?
   • Any incidentals?
   • Requirements for consultations with stakeholders. Are there regular meetings with the steering committee members to discuss progress of the evaluation? Is there a meeting with wider stakeholders to discuss evaluation findings and recommendations? Who will be invited to attend? What is the cost of organizing a meeting (renting venue, travel expenses for participants, refreshments, etc.)?
   • Data collection and analysis tools and methods. What are the data collection methods? If surveys and/or questionnaires are used, what is the target population and area to be covered? What resources are required? Are there any particular research needs to complement a detailed analysis of the data collected?
   • Are any supplies (office supplies, computer software for data analysis, etc.) needed?

3. Report printing and dissemination
   • Publication and dissemination of evaluation reports and other products, including translation costs.

4. Communications
   • What are the telephone, Internet and fax usage requirements?
   • If surveys or questionnaires are conducted, how will they be administered (online, by mail, by telephone, etc.?)

In the case of a joint evaluation, the commissioner of the evaluation should agree on resourcing modalities with potential donors/agencies or government counterparts (Annex 8).

3.4.2 Indirect costs
It is less straightforward to estimate other costs associated with the evaluation. At times these costs can be considerable and in many cases they may exceed the direct costs. They typically include overheads such as:

- internal programme and project staff time (meetings, briefings, interviews, support);
- facilities and office space;
- secretarial support;
- participants’ time (e.g. cost of responding to surveys, interviews and review deliverables).
Determining the evaluation management structure

A clearly defined organization and management structure should be decided upon by the evaluation commissioner at an early stage.

3.5.1 The evaluation commissioner

The evaluation commissioner is the owner of the evaluation. In some partnerships such as the UNDP/UNFPA/UNICEF/WHO/World Bank Special Programme of Research, Development and Research Training in Human Reproduction (HRP) or the UNICEF/UNDP/World Bank/WHO Special Programme for Research and Training in Tropical Diseases (TDR), the commissioner can be the programme’s Executive Board or a subcommittee of it. As such, the commissioner provides the general framework within which the evaluation exercise will be conducted. Specifically, the commissioner is responsible for:

- determining which outcomes and impacts of the projects will be evaluated and when;
- identifying the key questions that will frame the evaluation exercise;
- choosing an evaluation manager from among staff to liaise with the evaluation team and take over the day-to-day responsibility for managing the evaluation (see below);
- providing clear advice to the evaluation manager at the outset on how the findings will be used;
- convening an ad hoc evaluation management group where applicable (see below);
- safeguarding the independence of the exercise;
- allocating adequate funding and human resources;
- clearing the inception and final reports;
- responding to the evaluation by preparing a management response;
- implementing the recommendations of the evaluation in a timely fashion.

In the case of smaller evaluations, where it may not be necessary or time/cost-efficient to appoint an evaluation manager or to convene an ad hoc evaluation management group, the evaluation commissioner takes on their roles with regard to the selection and management of the evaluation team and the clearance of the evaluation workplan.

3.5.2 The evaluation manager

Evaluations often involve several institutional levels, countries and administrative settings. It is therefore advised that, for larger evaluations, the evaluation
commissioner appoint a WHO staff member to act as the evaluation manager who will liaise between the evaluation commissioner and the evaluation team leader. In smaller settings, it may not be necessary to appoint an evaluation manager.

The evaluation manager will assume the day-to-day responsibility for managing the evaluation and will serve as a central person connecting other key players. The evaluation team should be able to reach the evaluation manager at any time regarding operational or technical aspects of the evaluation. This will contribute to ensuring that communication remains effective, timely, collegial and efficient.

With the support of the evaluation commissioner and key stakeholders, the evaluation manager plays a central role in:

- developing the terms of reference and the evaluation plan;
- ensuring the selection of the evaluation team;
- managing the contractual arrangements, the budget and the personnel involved in the evaluation;
- organizing the briefing of the evaluation team;
- providing administrative and logistic support to the evaluation team;
- gathering basic documentation for the evaluation team;
- liaising with and responding to the commissioners (and co-commissioners, as applicable);
- liaising between the evaluation team, the ad hoc evaluation management group, the evaluation commissioner and other stakeholders;
- ensuring that the evaluation progresses according to the schedule fixed by the terms of reference;
- reviewing the evaluation workplan and the inception report;
- compiling comments to the evaluation team on the draft report;
- ensuring that the final draft meets quality standards;
- drafting a management response to the final report;
- overseeing final administrative and financial matters, including payments.

The designated evaluation manager should work closely with relevant staff in the department, office, programme or project and, whenever possible, should have experience in evaluation or monitoring and evaluation. The evaluation manager can seek advice from the GNE focal point in their area and from IOS, as appropriate.
3.5.3 The ad hoc evaluation management group

When warranted by the size and complexity of the evaluation, an ad hoc evaluation management group should be assembled by the evaluation commissioner to assist in the conduct and quality control of the evaluation. The group may comprise external experts and/or WHO staff.

The ad hoc evaluation management group should comprise key stakeholders and work closely with the evaluation manager and the evaluation team leader to guide the process. In WHO, the ad hoc evaluation management group typically consists of at least three people selected by the evaluation commissioner at an early stage and before the terms of reference are developed.

In some cases, there is already an entity – such as a steering group, programme or project board or thematic group – that constitutes the group of evaluation stakeholders and from which members of the ad hoc evaluation management group can be drawn to ensure adequate stakeholder participation. In this case, attention should be paid to the potential conflict of interest or compromise of the independence and objectivity of the evaluation process. If such a group does not exist and must be established for the purposes of the evaluation, it is important to maintain the impartiality and validity of evaluation results by ensuring that representation is balanced and that no particular group of opinion dominates. Consideration should be given to gender, geographical coverage and programme and technical knowledge (Box 2).

Box 2
Selection of the ad hoc evaluation management group

The principal determinants in selecting the ad hoc evaluation management group are:

- the familiarity of the candidates with the subject matter being evaluated;
- their independence.

Since the main role of the group is to provide advice to the evaluation team on the subject matter, technical competency in the topic and in evaluation methodology is crucial. However, one risk that needs to be addressed, particularly in evaluations of public health issues, is the possibility that the members of the group are biased towards one particular school of thought and would influence the evaluation design in that direction. It is not always possible to fully ascertain such biases at the selection stage so the evaluation commissioner needs to be aware of that risk throughout the evaluation process. At the practical level, it may be difficult to establish ownership and proper utilization and follow-up of the evaluation report if the evaluee perceives a bias in the design and management of the evaluation.
The functions of the ad hoc evaluation management group include:

- defining or confirming the profile, competencies, and roles and responsibilities of the evaluation manager;
- participating in the drafting and review of the terms of reference;
- approving the selection of the evaluation team;
- approving the evaluation workplan;
- clearing the evaluation inception report;
- overseeing the progress and conduct of the evaluation;
- reviewing the draft evaluation report and ensuring that the final draft meets appropriate quality standards (Annex 15).

The ad hoc evaluation management group should be kept informed of progress by the evaluation manager and should be available to respond to queries from the evaluation team. As the evaluation process progresses, the ad hoc evaluation management group may refer additional ideas and provide suggestions to the evaluation team for consideration.
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3.5.4 The evaluation team leader

The evaluation team leader is responsible for:

- implementing the evaluation throughout its life-cycle, including developing a workplan, preparing an inception report, draft and final reports, and briefing the evaluation manager and stakeholders on the progress and key findings and recommendations, as needed;
- supervising the work of the evaluation team;
- liaising with the evaluation manager and the ad hoc evaluation management group, as appropriate.

3.5.5 The evaluation team

Attention must also be given to the required qualifications and competencies of the evaluators. Technical competency in the subject matter is the basic requirement. However, as site visits cover diverse geographical and cultural areas, other “soft” skills are an added advantage. These soft-skill mixes include language proficiency, knowledge of the local context, and interpersonal and intercultural communication abilities. For reference, UNEG has developed guidance documents spelling out evaluators’ core competencies which include criteria such as knowledge of the United Nations context, technical and professional skills, interpersonal skills, personal attributes and management skills (UNEG, 2008b).

The following should be considered in the selection of the evaluation team members (Annex 12):

- technical and sectoral expertise;
- in-depth understanding and experience of quantitative and qualitative evaluation methodology;
- previous experience of conducting evaluations;
- demonstrated analytical and writing skills;
- credibility, impartiality and interpersonal skills.

The evaluation team selection process must ensure that the composition of the team is balanced in terms of opinion, background and gender. It is also necessary to ensure the impartiality and absence of conflicts of interest (see WHO eManual, section VI.2.4) of all members of the evaluation team.

The choice of the team that will carry out the evaluation is important for the quality of the evaluation. An evaluation team may be composed of internal or external evaluators or a combination of both. The number of evaluators in the team depends on a number of factors. Multifaceted evaluations need to be undertaken by multidisciplinary teams. The members selected must bring
different types of expertise and experience to the team. The ideal team should represent a balanced mix of knowledge of evaluation methodology required for that particular evaluation, of the subject to be evaluated, of the context in which the evaluation is taking place or familiarity with comparable situations, and of cross-cutting issues in evaluation such as gender.

There are three main considerations in deciding on the composition of the evaluation team, based on the specific requirements of each evaluation:

i. **Internal or external evaluators**

Internal evaluators fall into two groups: internal to the programme/location being evaluated; and internal to WHO but from other programmes/locations. External evaluators are national and/or international evaluators not related to the entity being evaluated. WHO may select external evaluators in accordance with the Organization’s rules and regulations for procurement. In accordance with WHO’s evaluation policy, a database of evaluation experts from which evaluators can be drawn will be established and maintained by IOS and updated on a regular basis. In evaluations at the country level, the evaluation team should combine national members (who bring the local perspective and experience) and external members (who bring the outside perspective). There are advantages and disadvantages to selecting external evaluators over internal evaluators (Table 4).

Table 4

<table>
<thead>
<tr>
<th></th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
</table>
| **Internal evaluators** | • Internal evaluators know WHO, its programmes and operations; they understand and can interpret the behaviour and attitudes of WHO staff and partners; and they may possess important informal information.  
  • They are known to staff, so may pose less threat of anxiety or disruption.  
  • They can more easily accept and promote the use of evaluation results. | • Internal evaluators may lack objectivity and thus reduce credibility of findings.  
  • They tend to accept the position of the Organization.  
  • They are usually too busy to participate fully.  
  • They are part of the authority structure and may be constrained by organizational role conflict. |

---

2 The roster is expected to be operational from 2014.
Table 4 continued

<table>
<thead>
<tr>
<th>External Evaluators</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>• They are often less expensive and their recruitment does not require time-consuming negotiations.</td>
<td>• They may not be sufficiently knowledgeable or experienced to design and implement an evaluation.</td>
</tr>
<tr>
<td></td>
<td>• They contribute to strengthening evaluation capability in WHO.</td>
<td>• They may not have expertise in the special subject matter.</td>
</tr>
<tr>
<td></td>
<td>• External evaluators may be more objective and find it easier to formulate recommendations.</td>
<td>• External evaluators may not know the Organization, its policies, procedures and personalities; and they may be unaware of constraints affecting the feasibility of recommendations.</td>
</tr>
<tr>
<td></td>
<td>• They may be free from organizational bias.</td>
<td>• They may not be familiar with the local political, cultural and economic environment.</td>
</tr>
<tr>
<td></td>
<td>• They may offer new perspectives and additional insights.</td>
<td>• They may tend to produce very theoretical evaluation results (if from an academic institution), and may be perceived as adversaries, causing unnecessary anxiety.</td>
</tr>
<tr>
<td></td>
<td>• They may offer greater evaluation skills and technical expertise.</td>
<td>• They may be costly; they may require more time for contract negotiations, orientation and monitoring; and they may be hoping for further contracts (thus influencing their impartiality).</td>
</tr>
<tr>
<td></td>
<td>• They are able to dedicate their full time to the evaluation.</td>
<td>• They may be costly; they may require more time for contract negotiations, orientation and monitoring; and they may be hoping for further contracts (thus influencing their impartiality).</td>
</tr>
<tr>
<td></td>
<td>• They can serve as arbitrators or facilitators between parties.</td>
<td>• They may tend to produce very theoretical evaluation results (if from an academic institution), and may be perceived as adversaries, causing unnecessary anxiety.</td>
</tr>
<tr>
<td></td>
<td>• They can bring the Organization into contact with additional technical resources.</td>
<td>• They may be costly; they may require more time for contract negotiations, orientation and monitoring; and they may be hoping for further contracts (thus influencing their impartiality).</td>
</tr>
</tbody>
</table>


ii. Institutional or Individual Evaluators

The cost of hiring individuals to carry out the evaluation is generally less than that of hiring institutions; however, the value added by the branding effect and credibility of institutions also needs to be considered. In most cases, it is the resources available that determine whether institutions can be considered. In public health evaluations, again subject to the availability of resources, the larger evaluations with a global scope tend to be performed by public health academic institutions. Table 5 gives an overview of the advantages and disadvantages of using institutions or individuals.
Table 5
Advantages and disadvantages of individual versus institutional evaluators

<table>
<thead>
<tr>
<th></th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual evaluators</strong></td>
<td>• Individuals may bring specialized expertise and many years of experience in particular subjects.</td>
<td>• Identification of individual consultants is time-consuming and there are risks in selecting evaluation team members solely on the basis of claims made in their applications.</td>
</tr>
<tr>
<td></td>
<td>• The variety of backgrounds of individual team members contributes to debate and discussion that can enrich the exercise.</td>
<td>• A team of professionals who have never worked together can have difficulty developing a sense of cohesiveness and coherence in their work, and internal conflicts can affect progress.</td>
</tr>
<tr>
<td></td>
<td>• Individuals may be less expensive than institutions.</td>
<td>• Changes in the schedule can result in additional costs in fees, per diem and travel arrangements.</td>
</tr>
<tr>
<td></td>
<td>• Individuals may also be more amenable to last-minute changes in the terms of reference or other arrangements.</td>
<td>• Logistics must be provided by the country office.</td>
</tr>
<tr>
<td></td>
<td>• Especially for nationals, the evaluation process may provide an opportunity for capacity-development and learning among individual experts.</td>
<td></td>
</tr>
</tbody>
</table>
iii. Sole sourcing or competitive bidding

WHO financial rules for contracting determine which process to follow. If the evaluation budget exceeds the established threshold (WHO, 2012), competitive bidding procedures have to be followed. An adjudication report justifying the choice of a supplier and the cost is necessary in any case. A full-scale request for proposal or a request for quotations can be considered.

3.6 Managing conflicts of interest

WHO defines a conflict of interest as “any interest declared by an expert that may affect or reasonably be perceived to affect the expert’s objectivity and independence in providing advice to WHO” (WHO, 2011b). As outlined in the WHO evaluation policy, independence can be addressed at the organizational, functional and behavioural levels to reduce the potential for conflicts of interest.

The evaluation commissioner needs to be aware of any dynamics whereby the evaluation team leader may have other objectives for the report (e.g. a scholarly document targeted at the evaluation community) in addition to meeting the requirements of the commissioning organization. This potential source of conflict needs to be addressed adequately, starting as early as possible in the evaluation process.

Evaluators must inform WHO and stakeholders of any potential or actual conflict of interest. External evaluators are expected to sign a Declaration of Interests form. WHO staff must abide by the WHO eManual and the Ethical principles and conduct of staff: compilation of WHO policies and practices (WHO, 2009a). WHO staff must inform the evaluation manager of any conflict of interest, in accordance with WHO’s guidelines (WHO, 2011b). In addition, evaluators must follow the requirements of the ethical principles expressed in the UNEG ethical guidelines for evaluators by signing the Code of Conduct for Evaluators in the United Nations System (UNEG, 2008). The evaluation workplan should address any potential or actual conflict of interest and indicate measures put in place to mitigate its negative consequences.

If a conflict of interest is uncovered or arises during the evaluation, the evaluation manager should determine whether the evaluator should be removed and replaced. If the nature of the conflict of interest is such that the evaluation is compromised, the evaluation commissioner should decide whether the evaluation needs to be terminated.

3.7 Establishing an evaluation workplan

The evaluation team should refine the evaluation questions and methodologies, and should specify the schedule of the work to be undertaken in a workplan.
As a first step, the evaluation objectives and questions should be reviewed and should be grouped in a logical manner in the workplan, by subject area, by the data needed to address them logically, by output, outcome or impact, or by other criteria. The workplan should then outline the data that will be collected and how the information gathered will relate to each evaluation question. A schedule is also expected to guide progress of the work. The main objectives of an evaluation workplan are:

- to provide an opportunity for evaluators to build on the initial ideas and parameters set out in the terms of reference to identify what is feasible, suggest refinements and provide elaboration;
- to inform the evaluation by identifying what process is to be followed, who is to do what, what the cost is and when tasks are to be completed;
- to serve as the key reference for managing delivery throughout the performance of the evaluation work.

It is important that the evaluation team and the evaluation commissioner initiate the conduct of the evaluation exercise with a clear understanding of how it is to be carried out. The evaluation workplan should be approved by the ad hoc evaluation management group. The approved workplan functions as an agreement between the evaluation commissioner and the evaluation team, establishing the best approach for meeting the evaluation objectives.

Annex 13 provides an example of a template for an evaluation workplan, specifying objectives, activities, data sources, timeframe and person responsible in the evaluation team.

### 3.8 Preparing the inception report

For more complex evaluations, the inception report is a useful step for validating the workplan and providing a roadmap for its implementation. The inception report is usually prepared on the basis of the terms of reference, workplan, initial meetings and desk review, to illustrate the evaluation team’s understanding of what is being evaluated, including strategies, framework analysis, activities, outputs, expected outcomes and their interrelationships. The inception report should assess the validity of:

- the purpose and scope of the evaluation, clearly stating the objectives and the main elements to be examined;
- the evaluation criteria and questions that the evaluation will use to assess performance and rationale;
– the evaluation methodology, describing the data collection methods and data sources to be used, including the rationale for their selection and their limitations, data collection tools, instruments and protocols, and discussion of their reliability and validity for the evaluation, and the sampling plan, as applicable;
– the evaluation workplan, identifying the key evaluation questions and how they will be answered by the methods selected;
– a revised schedule of key milestones, deliverables and responsibilities;
– detailed resource requirements, linked to the evaluation activities and deliverables detailed in the workplan.

The inception report provides an early opportunity to ensure that the process is taking place as expected on the basis of a common understanding on the part of the evaluation team and the evaluation commissioner, and to refine the terms of reference as needed. To ensure the quality and subsequent acceptability of an evaluation, it is important that the inception report be reviewed as thoroughly as the draft report by the evaluation manager and evaluation commissioner, and by the ad hoc evaluation management group.
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This chapter outlines the necessary steps to ensure that an evaluation is implemented in accordance with its terms of reference. It describes how to identify information needs, select data collection tools and provide adequate support to the evaluation team. It also describes WHO’s quality assurance and control system for evaluation.

4.1 Identifying information needs and data collection methods

4.1.1 Data collection

The evaluation will need to select data collection methods that match its purposes. Table 6 shows the data collection methods most commonly used in evaluation and, for each method described, presents its advantages and challenges.

The most commonly used methods are documentary reviews, direct observation and interviews. While interviews are at the heart of evaluations, evaluators must seek additional sources of information and evidence for issues that will be included in conclusions or recommendations. It is important to differentiate the value that interviews have, depending on the level of expertise or information that they represent; in practice, the opinion of some interviewees is simply more important or better informed than that of others. The interviews can be structured and ask the same questions of all interviewees in the same way. Other interviews follow a snowball method, whereby the observed patterns that emerge after 5–10 interviews are tested with the following interviewees, thus enriching the discussions and interviews. See the typology of in-depth interviews outlined in Annex 14.

The evaluation team needs to consider the following factors in data collection:

– methodological rigour;
– cost–effectiveness;
– validity, reliability and credibility.
<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Advantages</th>
<th>Challenges</th>
</tr>
</thead>
</table>
| Monitoring and evaluation     | • This is a composite of routine, sentinel surveys and operational research. This is the in-built evaluation system that is described, planned and budgeted for projects, programmes and organizations.  
• Uses performance indicators to measure progress, particularly actual results against expected results. | • Can be a reliable, cost-efficient, objective method to assess progress of outputs and outcomes.                                                                                                      | • Dependent on viable monitoring and evaluation systems that have established baseline indicators and targets and have collected reliable data in relation to targets over time as well as data relating to outcome indicators. |
| Existing reports and documents | • Existing documentation, including quantitative and descriptive information about the initiative/project, outputs and outcomes.                                                                               | • Cost-efficient.                                                                                                                                                                                        | • Documentary evidence can be difficult to code and analyse in response to questions.  
• Difficult to verify reliability and validity of data.                                                                                                                                                  |
| Questionnaires                | • Provide a standardized approach to obtaining information on a wide range of topics from a large number or diversity of stakeholders to learn about their attitudes, opinions, perceptions and level of satisfaction. | • Good for gathering descriptive data on a wide range of topics quickly at relatively low cost.  
• Easy to analyse.  
• Gives anonymity to respondents.                                                                                                                                                                     | • Self-reporting may lead to biased reporting.  
• Data may provide a general picture but may lack depth.  
• May not provide adequate information on context.  
• Subject to sampling bias.                                                                                                                                                                             |
### Table 6 continued

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Advantages</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviews</td>
<td>• Solicit person-to-person responses to predetermined questions designed to obtain in-depth information about a person’s impressions or experiences, or to learn more about their answers to questionnaires or surveys.</td>
<td>• Facilitates fuller coverage, range and depth of information on a topic.</td>
<td>• Can be time-consuming.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Can be difficult to analyse.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Can be costly.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Potential for interviewer to bias client’s responses.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Perceptions/triangulation requirement.</td>
</tr>
<tr>
<td>On-site observation</td>
<td>• Entails use of a detailed observation form to record accurate information about how a programme operated (ongoing activities, processes, discussions, social interactions and observable results as directly observed during the course of an initiative).</td>
<td>• Can see operations of a programme as they are occurring.</td>
<td>• Can be difficult to categorize or interpret observed behaviours.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Can adapt to events as they occur.</td>
<td>• Can be expensive.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Subject to (site) selection bias.</td>
</tr>
<tr>
<td>Group interviews</td>
<td>• A small group of 6–8 people are interviewed together to explore in-depth stakeholder opinions, similar or divergent points of view, or judgements, as well as information about their behaviours, understanding and perceptions of an initiative or to collect information concerning tangible and intangible changes resulting from an initiative.</td>
<td>• Quick, reliable way to obtain common impressions from diverse stakeholders.</td>
<td>• Can be hard to analyse responses.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Efficient way to obtain a broad range and depth of information in a short time.</td>
<td>• Requires trained facilitator.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• May be difficult to schedule.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Perceptions/triangulation requirement.</td>
</tr>
<tr>
<td>Method</td>
<td>Description</td>
<td>Advantages</td>
<td>Challenges</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Key informants</td>
<td>Qualitative in-depth interviews, often one-on-one, with a wide range of stakeholders who have first-hand knowledge about the initiative operations and context. These community experts can provide particular knowledge and understanding of problems and can recommend solutions.</td>
<td>Can provide insight on the nature of problems and give recommendations for solutions.</td>
<td>Subject to sampling bias. Must have some means to verify or corroborate information.</td>
</tr>
<tr>
<td>Expert panels</td>
<td>A peer review, or reference group, composed of external experts to provide input on technical or other substantive topics covered by the evaluation.</td>
<td>Adds credibility. Can serve as added (expert) source of information that can provide greater depth.</td>
<td>Cost of consultancy and related expenses, if any. Must ensure impartiality and that there are no conflicts of interest.</td>
</tr>
<tr>
<td>Case studies</td>
<td>Involves comprehensive examination through cross-comparison of cases to obtain in-depth information with the goal of fully understand the operational dynamics, activities, outputs, outcomes and interactions of a project or programme.</td>
<td>Useful to fully explore factors that contribute to outputs and outcomes.</td>
<td>Requires considerable time and resources not usually available for commissioned evaluations. Can be difficult to analyse.</td>
</tr>
</tbody>
</table>

4.1.2 Data quality

Two main criteria determine the quality of data (Bamberger, Rugh & Mabry, 2006):

- Reliability refers to consistency of measurement (e.g. ensuring that a particular data collection instrument such as a questionnaire will elicit the same or similar responses if administered under similar conditions).

- Validity refers to accuracy in measurement (e.g. ensuring that a particular data collection instrument actually measures what it was intended to measure). It also refers to the extent to which inferences or conclusions drawn from data are reasonable and justifiable.

There are three broad strategies to improve reliability and validity that an evaluation should address (UNDP, 2009):

- Improve the quality of sampling (to ensure greater representativeness).

- Improve the quality of data gathering (ensure that questionnaires, interview schedules, observation protocols or other data-gathering tools are tested, such as by a pilot approach, and that the evidence gathered is reviewed for accuracy and consistency).

- Use mixed methods of data collection and build in strategies (e.g. triangulating or multiple sources of data) to verify or cross-check data using several pieces of evidence, rather than relying on only one source.

Credibility concerns the extent to which the evaluation evidence and the results are perceived to be valid, reliable and impartial by the stakeholders, particularly the users of the evaluation results.

4.1.3 Analysis and synthesis of data

Data analysis is a systematic process that involves organizing and classifying the information collected, tabulating it, summarizing it, and comparing the results with other appropriate information to extract useful information that responds to the evaluation questions and fulfils the purposes of the evaluation. Data analysis seeks to detect patterns in evidence, either by isolating important findings or by combining sources of information to reach a broader understanding. It is the process of deciphering facts from a body of evidence by systematically coding and collating the data collected, thus ensuring their accuracy, conducting statistical analyses as needed and translating the data into usable formats or units of analysis related to each evaluation question.
Fig. 3 shows the different stages of data analysis and synthesis that build the evaluation process from the analysis plan, the interpretation of findings, to the drawing of conclusions and the formulation of recommendations and of lessons learned.

**Fig. 3**  
**Steps to data analysis and synthesis**

### Analysis plan
- The analysis plan should be built into the evaluation design and workplan detailed in the inception report. It is an essential evaluation tool that maps how the information collected will be organized, classified, interrelated, compared and displayed relative to the evaluation questions, including what will be done to integrate multiple sources, especially those that provide data in narrative form, and any statistical methods that will be used to integrate or present the data (e.g. calculations, sums, proportions, cost analysis, etc.). Possible challenges and limitations of the data analysis should be described. The analysis plan should be written in conjunction with selecting data collection methods rather than afterwards.

### Interpreting the findings
- This is the process giving meaning to the evaluation findings derived from the analysis. It extracts from the summation and synthesis of information derived from the facts, statements, opinions and documents and turns findings from the data into judgements about results. Recommendations for future actions are made on the basis of those conclusions. Interpretation is the effort of determining what the findings mean, making sense of the evidence gathered in an evaluation and its practical applications for effectiveness.

### Drawing conclusions
- A conclusion is a reasoned judgement based on a synthesis of empirical findings or factual statements corresponding to specific circumstances. Conclusions are not findings, they are interpretations that give meaning to the findings. Conclusions are considered valid and credible when they are directly linked to the evidence and can be justified on the basis of appropriate methods of analysis and synthesis to summarize findings.
- Conclusions should:
  - address the evaluation’s stated objectives and provide answers to the evaluation questions;
  - consider alternative ways to compare results (such as comparison with programme objectives, a comparison group, national norms, past performance or needs);
  - generate alternative explanations for findings and indicate why these explanations should be discounted;
  - form the basis for recommending actions or decisions that are consistent with the conclusions;
  - be limited to situations, time periods, persons, contexts and purposes for which the findings are applicable.
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Making recommendations

- Recommendations are evidence-based proposals for action aimed at evaluation users. Recommendations should be based on conclusions. However, forming recommendations is a distinct element of evaluation that requires information beyond what is necessary to form conclusions. Developing recommendations involves weighing effective alternatives and policy, funding priorities, etc. within a broader context. It requires in-depth contextual knowledge, particularly about the organizational context within which policy and programme decisions will be made and the political, social and public health context in which the initiative will operate. Recommendations should be formulated in a way that will facilitate the development of a management response. They must be realistic and must reflect an understanding of the evaluation commissioner’s organization and potential constraints to follow-up. Each recommendation should clearly identify its target group and stipulate the recommended action and rationale.

Lessons learned

- Lessons learned comprise the new knowledge gained from the particular circumstances (initiative, context outcomes and even evaluation methods) that is applicable to and useful in other similar contexts. Frequently, lessons learned highlight strengths or weaknesses in preparation, design and implementation that affect performance, outcome and impact.


In the event that evaluators identify evidence of fraud, misconduct, abuse of power and/or violation of rights, they should confidentially refer the matter to the appropriate level of line management and/or Director IOS, in accordance with WHO’s fraud prevention policy (WHO, 2005b). Evaluations should not substitute or be used for investigative purposes and decision-making in individual human resources matters.

4.2 Briefing and supporting the evaluation team

The success of an evaluation depends on the level of support and cooperation provided by the evaluation manager to the evaluation team. Supporting the evaluation team should not interfere with the evaluation process in ways that could jeopardize the evaluation’s independence.

In particular for external evaluations, maintaining the relevance of the final report and especially its recommendations is a major concern. From the evaluation commissioner’s perspective, proposing incremental progress may be more acceptable and effective than facing more radical change which may put at risk the entire programme management and affect the report’s acceptability. Thus, there is the need to ensure that the report is not only accurate and complete but also relevant and effective for both the evaluee and the evaluation commissioner.
There are risks of misunderstandings between the evaluation team and the programme management and implementers. Where programmes are carried out in difficult, or even dangerous, political and geographical situations, progress may be very limited but may nevertheless be better than in other programmes in the same location. In this situation, an insensitive report criticizing reduced programme achievements or non-achievement of expected results on time despite valid reasons may create disagreements.

4.2.1 **Managing the evaluation team**

In this regard, it is essential that the evaluation manager:

- organizes the briefing of the evaluation team on the purpose and scope of the evaluation and explains the expectations of the evaluation commissioner and the evaluation stakeholders in terms of standards of quality of the process and evaluation products (relevant evaluation policy guidelines and quality standards should be made available to them, and it is of particular importance that the evaluators should be requested to follow WHO (WHO, 2009a) and UNEG ethical principles (UNEG, 2008a);
- ensures that all information is made available to the evaluation team and provides support in case the team encounters difficulty in gathering the required data in the process of the evaluation;
- provides a preliminary list and contact information of stakeholders that the team should meet, as required by the evaluation team leader;
- introduces the evaluation team to the partners and stakeholders to facilitate initial contact;
- arranges meetings, interviews and field visits, as applicable, but does not participate in them as this could hinder the evaluation's independence;
- maintains communication through the evaluation assignment in order to be able to provide early troubleshooting in case difficulties are encountered by the evaluation team;
- provides comments and quality assurance on the workplan and the inception report prepared by the evaluation team;
- ensures security of consultants, stakeholders and other accompanying WHO staff as required;
- provides support in the planning of logistic arrangements for the evaluation team.
4.2.2 **Operational support**

Depending on the terms of the contract, in many cases it is the responsibility of the evaluation commissioner and/or evaluation manager to support the evaluation team with logistics.

Good logistics and administration will assist the evaluation team to meet the appropriate persons and to observe the required places and practices. In addition, any time spent by the evaluation team on logistics and administration may take time away from its central work.

Examples of logistic aspects to consider when planning for a field visit by the evaluation team include:

- informing the country office/evaluatee about the evaluation and requirements, and obtaining their cooperation;
- providing lists of key stakeholders with their area of expertise and the extent of their collaboration;
- arranging for relevant WHO staff to brief the evaluation team on the local situation and conditions;
- arranging for a debriefing by the evaluation team before completing the field visit;
- working with the evaluation team on a selection of stakeholders to survey/interview;
- scheduling local meetings with key informants;
- providing travel (by air or other transportation) reservations;
- providing hotel reservations;
- obtaining visas, security clearances and letters of invitation;
- acting as back-up in case of any emergencies or unexpected developments.

4.3 **Ensuring quality**

WHO aims at a quality mechanism to ensure that:

- controls are in place to verify that individual evaluations undertaken at the different levels of the Organization comply with (i) professional quality standards (OECD, 2010a; UNEG, 2012b) while meeting the information needs of their intended users, and (ii) WHO's evaluation policy;
- assurance is provided that the evaluation policy is implemented effectively and efficiently across the Organization.
4.3.1 **Quality control of individual evaluations**

**Compliance with professional quality standards**

The evaluation process, methods and management structure described in this handbook are designed to confirm that the content and proceedings of individual evaluations match the professional evaluation standards and the specific requirements spelt out in the terms of reference. This control is exercised at different levels by:

- the evaluation team leader, who is responsible for the quality and relevance of the evaluation report in terms of meeting the objectives of the terms of reference and must spell out the quality mechanism that will guide the evaluation as part of the workplan;
- the evaluation manager and, where applicable, the ad hoc evaluation management group who review and clear the terms of reference, the evaluation workplan, and the inception, draft and final reports.

Quality control is a continuous process that is carried on throughout the evaluation process. The evaluation manager and the ad hoc evaluation management group must ensure that UNEG standards are adhered to, bearing in mind that the exact nature of quality assurance arrangements depends on the scope and complexity of evaluations and should be decided when organization and management for a particular evaluation are established.

Quality control is achieved when the following conditions are met (Danida, 2012):

- The evaluation plan and the terms of reference are coherent, to ensure a clear logic between rationale, purpose, objectives and resources available for a planned evaluation. If external consultants are hired, tender procedures stipulate standards for quality assurance and clearly state that these are part of the requirements of the tenderer. The quality assurance set-up and approach of the tenderer are also rated as part of the technical proposal.
- The principles of independence and impartiality of the evaluation team are adhered to, from selection to completion.
- The inception report is coherent, and the approach and methodology meet professional quality standards.
- The fieldwork applies robust methodologies – i.e. it uses methods that best answer the evaluation questions in order to ensure validity and reliability of findings and conclusions.
The evaluation report addresses all evaluation questions listed in the terms of reference; evaluation findings are drawn up on the basis of solid evidence and high-quality and consistent analysis; and there is a clear link between findings, conclusions and recommendations.

Relevant stakeholders comment on the draft report and sign off/approve final versions of the inception report, workplan, progress reports and the evaluation report.

Peer reviewers’ comments are taken into consideration in finalizing the report, where applicable.

The evaluation manager and the ad hoc evaluation management group should complete the “Checklist for evaluation terms of reference” (Annex 10) when they are cleared and the “Checklist for evaluation reports” (Annex 15) as references to validate individual evaluation exercises. The completed checklists should be forwarded to the GNE focal point.

Compliance with WHO evaluation policy

Evaluations must also comply with WHO evaluation policy. The evaluation management structure is responsible for ensuring that evaluations are carried out in accordance with the policy.

In order to achieve this, the GNE will perform a quality check to review the compliance of individual evaluations with WHO’s evaluation policy (Annex 4) and adherence to relevant policies on gender, equity and human rights.

4.3.2 Quality assurance of WHO’s evaluation function

The evaluation policy and the corporate evaluation function provide the overall quality assurance framework for evaluations within WHO.

The GNE will develop a proposal for the periodic review (e.g. every three years) of the implementation of the evaluation policy and of the wider quality assurance system on evaluation throughout WHO. This proposal will be in line with other accountability approaches in WHO. It will include peer reviews of the evaluation material and products, meta-evaluations, and training on specific aspects that should be used uniformly across WHO to ensure the validity of the evaluation products and of the evaluation function. The evaluation policy will be updated accordingly.

Ultimately, the Organization makes all evaluation products (e.g. evaluation reports and follow-up documents) publicly available via the WHO evaluation website, in accordance with WHO’s evaluation policy. The transparency of this mechanism gives all stakeholders the opportunity to access relevant evaluation documentation and contributes to WHO’s accountability.
Chapter 5. Reporting

This chapter provides details on the requirements for developing high-quality evaluation reports. It describes the peer-review process established by WHO.

5.1 Preparing the draft evaluation report

A written report is the principal output of the evaluation process. The draft evaluation report should be logically structured and should contain evidence-based findings, conclusions, lessons learned and recommendations. In accordance with UNEG quality criteria, evaluation reports should:

- be well structured and complete;
- describe what is being evaluated and why;
- identify the questions of concern to users;
- explain the steps and the procedures used to answer those questions;
- present findings supported by credible evidence in response to the questions;
- acknowledge limitations;
- draw conclusions and lessons learned about findings based on evidence;
- propose concrete and usable recommendations derived from conclusions and lessons learned;
- bear in mind how the evaluation will be used.

The report elements presented in Fig. 4 compose a standard structure and should be considered for all evaluations.

Fig. 4
Evaluation report structure

**Executive summary**

- The executive summary is an essential part of the report for most stakeholders. It should be short and should provide a brief overview of the main conclusions, recommendations and lessons learned from the evaluation - i.e. purpose, context and coverage of the evaluation, methods, main findings, lessons and recommendations.

**Introduction or background**

- The introduction presents the scope of the evaluation and gives a brief overview of the evaluated project, programme or subject - i.e. logic and assumptions, status of activities, objectives of the evaluation and questions to be addressed.
Methods: phases in data collection (desk review, field visits, etc.)

- This section of the report gives reasons for selecting the point in the life of the project, programme or subject when the evaluation took place, and explains why countries or case-studies were chosen for detailed examination.
- It reports on how information is collected (use of questionnaires, official data, interviews, focus groups and workshops).
- It also presents limitations of the method and describes problems encountered - such as key people not available for interview or documents not available - or limitations of indicators in the project design.

Findings

- Findings report on the data (what happened and why, what actual results were achieved in relation to those intended, what positive or negative intended or unintended impacts happened, and what the effects were on target groups and others). All findings should be supported by evidence.

Conclusions

- The conclusions give the evaluation's concluding assessments of the project, programme or subject in light of evaluation criteria and standards of performance. The conclusions provide answers to the evaluation's objectives and key questions.

Lessons

- This section presents general lessons that have the potential for wider application and use. Lessons may also be drawn from problems and mistakes. The context in which the lessons may be applied should be clearly specified.

Recommendations

- The recommendations should suggest actionable proposals for stakeholders in order to rectify poor existing situations, and should include recommendations concerning projects, programmes or subjects of a similar nature. Prior to each recommendation, the issue(s) or problem(s) to be addressed by the recommendation should be clearly stated. A high-quality recommendation is an actionable proposal that is:
  - feasible to implement within the timeframe and resources available;
  - commensurate with the available capacities of project or programme team and partners;
  - specific in terms of who would do what and when;
  - contains results-based language (i.e. measurable performance targets);
  - includes a trade-off analysis, whereby the implementation of the recommendation may require utilization of significant resources that would otherwise be used for other purposes.
Annexes

- The annexes should include the evaluation terms of reference, list of interviewees, documents reviewed, etc. Dissident views or management responses to the evaluation findings may be appended later.


Annex 15 presents a **quality checklist** for the evaluation report. This quality checklist must be completed by the evaluation manager or the evaluation management group. Once validated by the evaluation commissioner, the checklist should be submitted together with the evaluation report to the evaluation registry. In the particular case of evaluations of humanitarian programmes, the Active Learning Network for Accountability and Performance in Humanitarian Action has developed a pro forma checklist that WHO recommends for assessing the quality of the report (ALNAP, 2006).

### 5.2 The final evaluation report

The draft report is the last opportunity to provide feedback to the evaluation team before the final report is published. The evaluation manager and the evaluation commissioner (and, as applicable, the ad hoc evaluation management group) should review the quality of the draft evaluation report – i.e. provide comments on factual inaccuracies and, if applicable, verify that the recommendations are feasible. Comments should be limited to issues regarding the applied methodology, factual errors or omissions, in order to safeguard the independence of the evaluation exercise.

The evaluation commissioner may call on the GNE to assess the technical rigour of the evaluation.

The GNE is designed as a platform facilitating discussions on evaluation matters among peers. It is therefore possible to discuss any difficulty encountered in the course of an evaluation with peers in the network, and to reflect on possible options.

A high-quality final report should:

- be addressed to the right stakeholders (according to the terms of reference and in agreement with the evaluation commissioner);
- address all issues raised in the terms of reference;
- be based on an assessment of needs and demand for the product among targeted users to ensure relevance, effectiveness, usefulness and value of the product;
- designed for a specific audience, taking into account functional needs and technical levels;
- relevant to decision-making needs;
- timely;
- written in clear and easily understandable language;
- based on the evaluation information without bias;
- based on data presented in a clear manner;
- developed through a participatory process and validated through a quality review process with relevant stakeholders, to the extent that this is compatible with the methodology outlined in the terms of reference and agreed with the evaluation commissioner;
- easily accessible to the target audience through the most effective and efficient means;
- consistent in the presentation of products to enhance visibility and learning.

The evaluation team leader is responsible for finalizing the draft report on the basis of the comments received from the evaluation manager, evaluation commissioner and the ad hoc evaluation management group or other relevant stakeholders, as applicable.
Chapter 6. Communication, utilization and follow-up of evaluation results

This chapter describes how to utilize and follow up on the results of an evaluation to maximize the returns of the evaluation process.

This chapter details the criteria for ensuring adequate dissemination of the evaluation reports, the best practice for sharing findings and lessons learned, and the benefits of debriefing the evaluation team. It also outlines the requirements of a management response and the follow-up process established by WHO. Finally, it describes how evaluation informs WHO’s programmatic cycle.

6.1 Communication

6.1.1 Debriefing

A formal or informal debriefing of the evaluation team leader and relevant team members with the evaluation commissioner, the evaluation manager and the ad hoc evaluation management group offers the opportunity to ensure that important points not included in the report are captured. Nuanced findings that may not come out clearly in the report can also be discussed. This debriefing also provides an opportunity to discuss areas that were not significant enough to be included in the report but should have further attention in later evaluations.

Evaluation team members often identify issues that need further attention but are not included in the evaluation report. Such issues can be mentioned in a debriefing meeting and may be captured in an end of evaluation report document such as a closing memorandum.

6.1.2 Disseminating evaluation reports

It is usually the responsibility of the evaluation commissioner to distribute the report. Evaluation terms of reference normally specify expectations in terms of dissemination. However, findings during the evaluation process may require modifications to the dissemination plan or additions to the list of recipients of the report.

While the main and most important recipients are the individuals with the power to act on the findings (usually senior management), it is good practice to share the report with the persons involved in the evaluation process as feedback on their inputs.

Common dissemination methods include printed reports (for relevant meetings), electronic copies of the evaluation products, postings on WHO web sites and through e-mail messages and list serves, and CD-ROMs. All evaluation products will be available on the WHO evaluation web site. The media, when used appropriately, can be powerful partners in disseminating findings, recommendations and lessons learned from the evaluation.
6.1.3 **Sharing findings and lessons learned**

Learning and actively using the knowledge generated from the evaluation are among the most important elements of the evaluation exercise. Time and resources required for effective follow-up and learning should be allocated at the outset of the programme and project design. While technical programmes share the results of their evaluations through presentations at technical meetings and through publications, the main dissemination channels of evaluation findings, conclusions and recommendations are briefings, presentations, the GNE, the WHO evaluation web site and annual reports to governing bodies and WHO senior management.

The GNE plays an important role in sharing the findings and lessons learned from evaluations. The virtual meetings of the GNE dedicate specific time to this purpose.

The GNE will assist in updating the registry process and the mapping of evaluations in WHO. The registry will be updated regularly by IOS. The registry will be posted on the WHO evaluation web site.

The WHO evaluation web site will provide access to the evaluation reports issued throughout the Organization, as well as generic information on evaluation processes and methodologies, including this handbook. This will ensure that evaluation-related documents are subject to the scrutiny of all stakeholders.

Reports should also be shared with all relevant stakeholders, as identified by the evaluation commissioner. It is advised that the list of intended recipients of the evaluation report be included in the annexes to the evaluation terms of reference.

6.2 **Utilization and follow-up of evaluation results**

6.2.1 **Drafting a management response**

Evaluation plays a key role as (i) a source of evidence on the achievement of planned outcome and impact (results), as well as on project, programme and institutional performance, thus supporting programme improvement and accountability, and (ii) an agent of change that contributes to building knowledge and organizational learning.

The value of an evaluation, however, is heavily dependent on the use that is ultimately made of its recommendations, which is determined by:

- its relevance in terms of timing, to ensure that its findings are available to inform key decisions;
- its credibility, which derives from the independence, impartiality, clear methodology and quality of the report;
Chapter 6. Communication, utilization and follow-up of evaluation results

- the level of acceptance of its recommendations, directly linked to the involvement of internal and external stakeholders and to the quality of the recommendations, which must be implementable;
- the appropriateness of the management response, and the dissemination and use of evaluation findings to enhance organizational knowledge.

Recommendations contained in the evaluation report constitute the synthesis of the value added by the evaluation process. Each evaluation should have an identified owner such as a responsible officer of a cluster, programme, office or project. Normally the evaluation commissioner is the identified owner of the evaluation.

The identified owner should ensure that an appropriate management response is issued in a timely manner to the appropriate head of country office, regional director, head of department, assistant director-general or the Director-General, as appropriate. It is recommended that a deadline for submission of the management response to an evaluation be agreed. The process of developing a management response should engage all key evaluation stakeholders in reflection on the key issues, findings and recommendations. In this regard, establishing an inclusive ad hoc evaluation management group from the outset is valuable. During this process, follow-up actions and those who should carry them out are identified and agreed upon.

The preparation of a management response is not a one-time activity. It should document learning that results from the evaluation exercise, and should feed it into the design of new programmes and projects or the definition of future outcomes.

A management response is typically prepared in the form of a matrix requiring feedback on each recommendation (e.g. accepted, not accepted, partially accepted) and a list of actions. It is the responsibility of the owner of the evaluation to develop an action plan that specifies a timeline for the implementation of the recommendations. For more details on respective roles and responsibilities in the drafting of management responses, see Annex 5.

The GNE can provide support by showing examples of a good management response and clarifying doubts in case the concerned managers lack experience in preparing such a response. The responsibility for the substance of a management response lies with the office concerned. However, the GNE will check the quality of the management response to ensure that the recommendations have been responded to and have a chance of being implemented.

6.2.2 Informing WHO’s programme cycle

One of the main purposes of institutionalizing a follow-up process to evaluations is to influence the planning and implementation of strategies, programmes
and projects. Evaluation commissioners at all levels of the Organization should therefore consider the role that an evaluation will play in providing essential insights for subsequent phases of an intervention or policy by ensuring the following:

- The content of the planned evaluation addresses critical issues for the future planning of the intervention, policy or strategy at stake and informs subsequent phases or new interventions.
- The timing of the evaluation is adequate for providing a final report that can be considered in designing future interventions or policies.
- The methodologies applied are adequate for providing the right data to inform future planning.
- The right actors are involved to ensure their commitment to future interventions.
- The conclusions and recommendations contained in the final report provide realistic options for future developments.
- Follow-up reporting on evaluation recommendations takes place at intervals that allow alignment with the Organization’s planning process.
- The implementation and follow-up processes clearly indicate how and when actions have been taken on the results of the evaluation to inform the programming cycle of the entity that was evaluated.

It is the responsibility of programme directors, under the guidance of PRP, to ensure that outputs/outcomes from the project and programme as defined in the operational plans are evaluable – i.e. they are based on an adequate SMART (specific, measurable, achievable, realistic and time-bound) set of objectives, performance indicators and related baselines, targets and timelines that can be used to measure progress towards an organizational objective.

The use of a logical framework provides a systematic planning procedure for project cycle management which includes the performance framework of planned activities with indicators, outputs, outcomes and impacts. The framework should highlight the project success criteria and list the major underlying assumptions and risks.³ The logical framework approach is problem-solving and takes into account the views of all stakeholders. Ensuring that WHO interventions address the issues raised by the logical framework matrix, or a similar approach, will help support their evaluability.

³ Risk is an uncertain event or set of events which, if they occur, will have an effect on the achievement of an organizational objective. Risks are considered in light of the probability of a threat or opportunity occurring and of the potential impact.
The knowledge generated by evaluations at WHO provides input into biennial operational planning, the programme budget process and the strategic planning of the General Programme of Work. The GNE plays a critical role in disseminating evaluation results across the Organization and ensuring that they also inform the programme cycle of individual programmes/projects at headquarters, regional and country levels. To this end, the GNE liaises on a regular basis with WHO’s planning and country support networks to ensure that individual independent evaluations complement the performance assessment cycle and that evaluations are embedded in the planning and performance assessment as an integral part of the programme budget process.

6.2.3 Following up

Evaluation commissioners are ultimately responsible for the implementation of the evaluation recommendations. The GNE monitors the follow-up of the implementation of evaluation recommendations in a systematic manner. To facilitate the process, the members of the GNE are available to discuss and help coordinate the preparation of the management response.

The management response constitutes the baseline for monitoring accepted recommendations and agreed actions, which in turn informs follow-up reports on the status of the implementation.

An electronic tool is envisaged to monitor the timely implementation of recommendations. IOS will issue, through the GNE, periodic status reports on progress in the implementation of recommendations to senior management and will also report annually to the Executive Board.
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Annex 1

WHO Evaluation policy

I. Purpose

1. The purpose of this policy is to define the overall framework for evaluation at WHO, to foster the culture and use of evaluation across the Organization, and to facilitate conformity of evaluation at WHO with best practices and with the norms and standards for evaluation of the United Nations Evaluation Group.

2. The accountability framework of WHO includes several types of assessments. WHO considers that all are crucial to programme development and institutional learning. The current policy addresses only the assessments qualifying as “Evaluation” and excludes other forms of assessments conducted in WHO, such as monitoring, performance assessment, surveys, and audit.

II. Policy statement

3. Evaluation is an essential function at WHO, carried out at all levels of the Organization. It ensures accountability and oversight for performance and results, and reinforces organizational learning in order to inform policy for decision-makers and support individual learning.

III. Evaluation definition

4. “An evaluation is an assessment, as systematic and impartial as possible, of an activity, project, programme, strategy, policy, topic, theme, sector, operational area institutional performance (…).”

   (a) It focuses on expected and achieved accomplishments, examining the results chain, processes, contextual factors and causality, in order to understand achievements or the lack thereof.

   (b) It aims at determining the relevance, impact, effectiveness, efficiency, and sustainability of the interventions and contributions of the Organization.

---


2 As defined in the Norms for evaluation in the UN system. Geneva, United Nations Evaluation Group, 2005 (UNEG/FN/Norms (2005)).
(c) It provides evidence-based information that is credible, reliable and useful, enabling the timely incorporation of findings, recommendations and lessons learnt into the decision-making processes of the Organization.

(d) It is an integral part of each stage of the programming cycle and not only an end-of-programme activity.

IV. Principles and norms

5. This policy provides a framework for the evaluation function and evaluation processes to ensure the systematic application of the key principles for evaluation in WHO. The key principles set out below are interrelated and underpin the approach to evaluation in WHO.

A. Impartiality

6. Impartiality is the absence of bias in due process; it requires methodological rigour, and the objective consideration and presentation of achievements and challenges. Impartiality contributes to the credibility of evaluation and reduces bias in the data gathering, analysis, formulation of findings, conclusions and recommendations.

7. All evaluations shall be conducted in an impartial manner at all stages of the evaluation process. An evaluation management group will be established for each evaluation to ensure oversight of the evaluation process.

B. Independence

8. Independence is the freedom from the control, or undue influence, of others. Independence provides legitimacy to evaluation and reduces the potential for conflicts of interest that could arise if policy-makers and managers were solely responsible for the evaluation of their own activities.

9. Independence must be ensured at organizational, functional, and behavioural levels. At the organizational level, the evaluation function must be separated from those responsible for the design and implementation of the programmes and operations being evaluated. At the functional level, there must be mechanisms that ensure independence in the planning,
funding, and reporting of evaluations. At the **behavioural level**, there must be a code of conduct that is ethics-based. This code of conduct will seek to prevent or appropriately manage conflicts of interest.

10. Evaluators shall not be directly responsible for the policy, design, or overall management of the subject under review. WHO staff performing evaluations shall abide by the ethical principles and conduct of staff. External contractors shall abide by the WHO requirements for external contractual agreements. Evaluators must maintain the highest standards of professional and personal integrity during the entire evaluation process. They are expected to ensure that evaluations address gender and equity; and be sensitive to contextual factors, such as the beliefs, manners and customs of the social and cultural environments evaluated.

11. The whistleblower policy and other relevant policies will protect staff participating in evaluations from retaliation or repercussions.

C. **Utility**

12. Utility relates to the impact of the evaluation on decision-making and requires that evaluation findings be relevant and useful, presented in a clear and concise way, and monitored for implementation. The utility of an evaluation depends on its timeliness, relevance to the needs of the programme and stakeholders, the credibility of the process and products, and the accessibility of reports.

13. Utility will be ensured through the systematic prioritizing of the evaluation agenda based on established criteria and consultation with relevant stakeholders; the systematic follow-up of recommendations; public access to the evaluation products; and alignment with the results-based management framework.

D. **Quality**

14. Quality relates to the appropriate and accurate use of evaluation criteria, impartial presentation and analysis of evidence, and coherence between findings, conclusions and recommendations.

15. Quality will be assured through (a) the continuous adherence to WHO evaluation methodology, applicable guidelines and the norms and standards for evaluation of the United Nations Evaluation Group; (b) oversight by the

---

4 *WHO Code of Ethics.*
evaluation management group; and (c) peer-review of the evaluation report when justified. Other mechanisms such as periodic meta-evaluations will also be considered.

**E. Transparency**

16. To achieve transparency, stakeholders should be aware of the reason for the evaluation, the selection criteria, and the purposes for which the findings will be used. Transparency of process is also important, as is the accessibility of evaluation materials and products.

17. Transparency will be ensured through the approaches described below. The commissioner of the evaluation will ensure a continuous consultation process with relevant stakeholders at all stages of the evaluation process. The evaluation report shall contain details of evaluation methodologies, approaches, sources of information and costs incurred. In accordance with the WHO disclosure policy, evaluation plans, reports, management responses and follow-up reports will be made public on the WHO evaluation web site.

**V. Types of evaluation**

18. The WHO Secretariat commissions the following main types of evaluation:

(a) **Thematic evaluations** focus on selected topics, such as a new way of working, a strategy, a cross-cutting theme or core function; or they address an emerging issue of corporate institutional interest. Thematic evaluations provide insight into relevance, effectiveness, sustainability and broader applicability. They require an in-depth analysis of a topic and cut across organizational structures. The scope of these evaluations may range from the entire Organization to a single WHO office.

(b) **Programmatic evaluations** focus on a specific programme. This type of evaluation provides an in-depth understanding of how and why results and outcomes have been achieved over several years and examines their relevance, effectiveness, sustainability, and efficiency. Programmatic evaluations address achievements in relation to WHO’s results chain, and require a systematic analysis of the programme under review. The scope of programmatic evaluations may range from a country to interregional or global levels.

(c) **Office-specific evaluations** focus on the work of the Organization in a country, region or at headquarters in respect of WHO’s objectives and commitments.
19. The Executive Board may, at its discretion, also commission an evaluation of any aspects of WHO.

**VI. External evaluations**

20. Evaluations may be commissioned by the governing bodies to be conducted by external evaluators independent of the Secretariat. Other stakeholders, such as Member States, donors or partners, may also commission external evaluations of the work of WHO for the purpose of assessing performance and accountability or prior to placing reliance on the work of the Organization.

21. The Secretariat will fully cooperate in external evaluations through a process of disclosure of appropriate information and facilitation of their performance. The results of external evaluations, when made available, will be disclosed on the WHO evaluation web site.

**VII. Planning and prioritization of evaluations**

22. WHO will develop a biennial, Organization-wide evaluation workplan as part of the Organization's planning and budgeting cycle.

23. The workplan shall be established in consultation with senior management at headquarters and regions and with Heads of WHO Offices in countries, areas and territories, based on established criteria. The biennial workplan will be updated annually on the basis of the annual report to the Programme Budget and Administration Committee and the Executive Board. The workplan shall be submitted to the Executive Board for approval through the Programme Budget and Administration Committee.

24. The following categories shall be considered in the development of criteria\(^5\) for the selection of topics for evaluation:

- Organizational requirement relevant to: global, international or regional commitments; specific agreements with stakeholders, partners or donors; requests from governing bodies.
- Organizational significance relating to: General Programme of Work priorities and core functions; level of investment; inherent risks; performance issues or concerns in relation to achievement of expected results.

---

\(^5\) Refer to the main text for further guidance on detailed selection criteria.
Organizational utility relating to: a cross-cutting issue, theme, programme or policy question; potential for staff or institutional learning (innovation); degree of comparative advantage of WHO.

VIII. Evaluation methodology

25. The following are the main components of an evaluation process.6

A. Design

26. Terms of reference for an evaluation shall include detailed information on the following elements:

(a) context of the evaluation;
(b) purpose and objectives of the evaluation;
(c) scope and linkage to the Programme Budget and the General Programme of Work (outlining what is, and what is not, covered by the evaluation);
(d) evaluation criteria (inter alia, relevance, impact, efficiency, effectiveness and sustainability) and key evaluation questions;
(e) users (owner and audience) of the evaluation results;
(f) methodology (approach for data collection and analysis, and involvement of stakeholders);
(g) evaluation team (size, knowledge, skills and qualifications);
(h) a detailed workplan (including a timetable, organization and budget);
(i) deliverables (including report, distribution strategy and follow-up);
(j) ad hoc evaluation management group (including technical staff requirements).

B. Ad hoc evaluation management group

27. When warranted by the size and complexity of the evaluation, an ad hoc evaluation management group shall be assembled by the evaluation commissioner to assist in the conduct and quality control of the evaluation. The group may comprise external experts and/or WHO staff. The functions of this ad hoc group include reviewing, and commenting on, the terms of reference and the draft report. The group shall be kept informed of progress and should be available to respond to queries from the evaluation team and provide suggestions for consideration.

---

6 Refer to the main text for further guidance on evaluation.
C. Team selection

28. The following should be considered in the selection of the evaluation team members:

(a) technical and sectoral expertise;
(b) in-depth understanding and experience of quantitative and qualitative evaluation methodology;
(c) previous experience of conducting reviews and evaluations.

29. The team selection process must ensure that no member of the evaluation team has a conflict of interest.

30. The evaluation team leader shall be responsible for interactions among the evaluation team members and have overall responsibility for the evaluation outputs.

D. Report

31. A written report is an essential requirement of the evaluation process. The final evaluation report shall be logically structured and contain evidence-based findings, conclusions, lessons learnt and recommendations.

32. The report must:

(a) include only information relevant to the overall purpose and objectives of the evaluation;
(b) describe the purpose of the evaluation and attach the terms of reference;
(c) answer the key questions detailed in the terms of reference;
(d) describe the methodology used to collect and analyse the information;
(e) indicate any limitations of the evaluation; and
(f) include the evidence on which the conclusions, lessons learnt, and recommendations are based.

IX. Financing of evaluation

33. The Director-General shall ensure that there are adequate resources to implement the Organization-wide evaluation workplan.

34. Regional Directors, Assistant Directors-General, Directors and Heads of WHO Country Offices must ensure that resources are adequate to implement their respective components of the Organization-wide evaluation workplan. An appropriate evaluation budget must be an integral
part of the operational workplan of a programme, and shall be discussed as necessary with stakeholders during the planning phase of each project/programme/initiative.

35. In determining the amount required to finance evaluation in WHO, estimations provided by other organizations have been considered. According to these, the overall programme budget might contain, as an integral part, a figure for evaluation that is equivalent to between 3% and 5% of that budget.

X. Accountability and oversight

36. The accountability framework defines from whom, and to whom, authority flows and for what purpose. It further defines the accountability of those with authority and their responsibility in exercising that authority. This section defines the roles and responsibilities for the main actors in the evaluation process as well as the monitoring mechanism used to implement the evaluation policy.

A. Roles and responsibilities

37. The Executive Board of WHO shall:

(a) determine the evaluation policy and subsequent amendments, as needed;
(b) provide oversight of the evaluation function within the Organization;
(c) encourage the performance of evaluations as an input to planning and decision-making;
(d) provide input to the biennial Organization-wide evaluation workplan on the items of specific interest to Member States;
(e) approve the biennial Organization-wide evaluation workplan;
(f) consider and take note of the annual report of the implementation of the biennial Organization-wide evaluation workplan;
(g) periodically revise the evaluation policy, as necessary.

38. The Office of Internal Oversight Services is the custodian of the evaluation function. IOS reports directly to the Director-General, and annually in a report for consideration by the Executive Board, on matters relating to evaluation at WHO. IOS is responsible for the following functions related to evaluation:

---

7 Refer to the main text for further details on the individual roles and responsibilities for evaluation.
8 WHO Executive Board and its subsidiary organ, the Programme, Budget and Administration Committee.
(a) leading the development of a biennial Organization-wide evaluation workplan;
(b) informing senior management on evaluation-related issues of Organization-wide importance;
(c) facilitating the input of evaluation findings and lessons learnt for programme planning;
(d) coordinating the implementation of the framework for evaluation across the three levels of the Organization;
(e) maintaining a system to track management responses to evaluations;
(f) maintaining an online inventory of evaluations performed across WHO;
(g) maintaining a roster of experts with evaluation experience;
(h) providing guidance material and advice for the preparation, conduct and follow-up of evaluations;
(i) reviewing evaluation reports for compliance with the requirements of the policy;
(j) strengthening capacities in evaluation among WHO staff (for example, making available standardized methodologies or training on evaluation);
(k) submitting an annual report on evaluation activities to the Executive Board through the Director-General;
(l) supporting the periodic review and updates to the policy as needed.

XI. Use of evaluation findings

A. Utilization and follow-up of recommendations

39. Recommendations contained in evaluation reports reflect the value added by the evaluation process. Each evaluation shall have an identified owner, such as the responsible officer of a cluster, programme, office or project. It is the responsibility of the owner to utilize the findings of the evaluation and develop an action plan and timeline for the implementation of the recommendations.

40. The evaluation owner shall ensure that an appropriate management response is issued in a timely manner to the appropriate assistant director-general at headquarters, or to the regional director in the regions and countries.

41. The Office of Internal Oversight Services shall monitor the follow-up of the implementation of evaluation recommendations in a systematic manner, coordinating efforts with the evaluation owners. IOS shall issue periodic
status reports on progress in the implementation of the recommendations to senior management and report annually to the Executive Board through the Programme, Budget and Administration Committee.

B. Disclosure and dissemination of evaluation reports

42. WHO shall make evaluation reports available in accordance with the Organization's disclosure policy.

43. Lessons learnt from evaluations shall be distilled, reported and disseminated as appropriate.
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Typology of assessments other than evaluation conducted at WHO

Monitoring

Monitoring is a continuous management function that provides regular information on progress, or lack thereof, in the achievement of intended results. It is carried out in two different forms.

(a) Performance assessment under the Results Based Management Framework. This refers only to programme monitoring within the Results-Based Management Framework and includes the mid-term review (MTR) and the end-of-biennium (EOB) performance assessment reports that all WHO programmes must complete as part of their work.

(b) Routine assessment work of programme activities. This category includes the routine collection and analysis of data that units or programmes undertake with regard to their own activities and country programme progress, as well as the assessments conducted for specific donor reporting purposes, in addition to the routine performance assessment. This assessment work is performed internally and includes a form of time-bound annual reporting completed by countries on achievements during the year. Units or programmes use these analyses to assess performance and to reorient or guide their future activities. Special cases within this subcategory are the annual reports that technical programmes produce. These annual reports may include extensive analysis of activities or of programme progress. Many programmes consider these annual reports as multipurpose, serving as tools for both advocacy and resource mobilization, rather than as purely programmatic assessments.

Global surveys

Global surveys include ad hoc exercises completed by technical units or programmes, less frequently than on an annual basis, to collect information from countries to inform and improve the global programmes. Technical programmes use these global surveys as part of their programme development process and as internal and external advocacy tools.
Ad hoc consultations

Ad hoc consultations include a broad range of mechanisms through which technical programmes build evidence for their policies and strategies, and obtain feedback on performance. Examples of such mechanisms include meetings of expert committees (including technical advisory groups), informal technical consultations on technical or managerial issues, and the Strategic Advisory Group of Experts (SAGE) on Immunization.

Programme reviews

A programme review is the periodic assessment of the performance of an intervention. This category includes structured and periodic exercises, following specific terms of reference – or equivalent detailed guidelines – that examine technical and managerial issues of a programme with a view to identifying what needs to be improved in the short and medium term. Most of these reviews concern programmes in countries. In most cases, a programme review does not apply the methodology of an evaluation. However, these reviews inform evaluations and are part of the development process of the programme.

Audits

An audit assesses the adequacy of management controls to ensure the economical and efficient use of resources; the safeguarding of assets; the reliability of information; compliance with rules, regulations and established policies; the effectiveness of risk management; and the adequacy of organizational structures, systems, processes and internal controls. An audit focuses on compliance while evaluation focuses on results and on understanding what works, why and how. Integrated audits blend the compliance assessment with the analysis of the organizational setting and the achievement of results within the workplan, and the contribution that they make at the beneficiary level.
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Basic components of the different types of assessment in WHO*

**Planning**
- Main question to be answered
- Scope / Purpose
- Evaluation criteria
- Methodology
- Terms of reference document
- Inception report / evaluation workplan
- Evaluation team

**Survey**
- Global / Regional

**Governance**
- Ad hoc evaluation management group

**Implementation**
- Report
- Lessons learnt
- Recommendations
- Management response
- Dissemination strategy

* Excluding monitoring and audit.
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Checklist for compliance with the WHO evaluation policy

All evaluations conducted at WHO shall be carried out in accordance with UNEG norms and standards, as adapted to reflect the specificities of WHO. WHO evaluations shall follow the principles of impartiality, independence, utility, quality and transparency.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terms of</td>
<td>The evaluation is based on the terms of reference.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>reference</td>
<td>The terms of reference specify:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• the purpose and objectives of the evaluation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• context of the evaluation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• scope, and linkage to the Programme Budget and the General Programme</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• evaluation criteria, e.g. relevance,</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• key evaluation questions</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• users (owners and audience) of the evaluation results</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• methodology (approach for data collection and analysis, and</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• evaluation team (size, knowledge, skills and required qualifications</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• a detailed workplan, including a timetable, organization and</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• adherence to WHO cross-cutting strategies on gender, equity and</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• deliverables (including timing of inception, draft and final report,</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• as applicable, composition of the ad hoc evaluation management</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>group (including technical staff requirements).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>Item</td>
<td>Yes/No</td>
<td>Comments</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------</td>
<td>----------</td>
</tr>
<tr>
<td></td>
<td>The terms of reference have been made available to major stakeholders and cleared by the ad hoc management group where applicable.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The professional and personal integrity of the evaluation team has been assessed for possible conflict of interest.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The inception report (as applicable) has been shared with stakeholders and cleared by the ad hoc management group.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Report</td>
<td>The draft report has been revised to incorporate comments from the evaluation commissioner, the evaluation manager and, where relevant, the ad hoc management group.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The final report is structured according to the content specified in the terms of reference.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The conclusions of the final report provide answers to the questions listed in the terms of reference.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The final report has been delivered in a timely manner.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The final report has been accepted by the evaluation commissioner.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The final report has been made available to relevant stakeholders and shared with the Global Network on Evaluation.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Roles and responsibilities – management responses to evaluations

### Evaluation recommendation 1.

**Management response:**

<table>
<thead>
<tr>
<th>Key action(s)</th>
<th>Timeframe</th>
<th>Responsible unit(s)</th>
<th>Tracking</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Comments</td>
</tr>
<tr>
<td>1.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Evaluation recommendation 2.

**Management response:**

<table>
<thead>
<tr>
<th>Key action(s)</th>
<th>Timeframe</th>
<th>Responsible unit(s)</th>
<th>Tracking</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Comments</td>
</tr>
<tr>
<td>2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Evaluation recommendation 3.

**Management response:**

<table>
<thead>
<tr>
<th>Key action(s)</th>
<th>Timeframe</th>
<th>Responsible unit(s)</th>
<th>Tracking</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Comments</td>
</tr>
<tr>
<td>3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
INSTRUCTIONS ON HOW TO USE THE TEMPLATES

Clearance routing

All parties involved in preparing and clearing the management response are requested to enter their name(s), position and units. All management responses should be reviewed by the relevant ADG/DPM office before transfer to IOS.

Prepared by: include the name of the person preparing the matrix.
Contributors: include the names and units that contributed actions to the response. At the minimum, this should include all responsible units.
Cleared by: enter the name and position of the most senior person in the unit who cleared the draft response on behalf of management.

Management responses to evaluations should be clear and comprehensive, and should consist of the following elements.

- Key conclusions and recommendations: are the conclusions and recommendations relevant and acceptable? (The management response should address all recommendations.)
- Key actions: what are the concrete proposed actions? Who are the key partners in carrying out the actions?
- Implementation of actions: what are the responsible units? What is the timeframe for implementation?
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Terms of reference of the Global Network on Evaluation

Introduction
Strengthening the evaluation culture across all levels of WHO calls for participatory approaches to evaluation, as outlined in the WHO evaluation policy. Thus, there is a need to establish and maintain a global network for the institutionalization and promotion of evaluation as a means to improve programme performance and results at the beneficiary level through lessons learned and evidence-based planning.

Purpose
The Global Network on Evaluation is an internal network of staff acting to promote the culture of evaluation, facilitate the sharing of information and knowledge management, and strengthen the practice of evaluation at WHO by:

- participating in the preparation of the biennial Organization-wide evaluation workplan and its annual update;
- submitting relevant evaluation reports to the evaluation inventory;
- following up on the status of management responses to evaluation recommendations;
- acting as focal points for evaluation in their respective areas;
- advising programmes across WHO on evaluation issues, as needed.

Membership
Chair
The GNE is chaired by the Executive Director of the Director-General’s Office and IOS will provide the support structure for the network.

Composition
The GNE is composed of 23 staff members acting as focal points on evaluation matters at country, regional, headquarters and global levels, as follows:

- country level – one country office representative per region (6);
- regional level – one regional office representative per region (6);
- headquarters – one representative per cluster at headquarters (11);
Nomination
To ensure an inclusive level of representativeness, the following nominations will be made.

- Each regional director will nominate a country-level focal point and a regional focal point.
- Each assistant director-general will nominate a focal point to represent each cluster. If the option of categories is chosen, the focal points will be chosen in consultation with the categories’ leaders.
- Each director of the departments representing cross-cutting issues at the global level will nominate a focal point.

Profile of focal points
The following is the suggested profile of the focal points:

- country office level – head of WHO country office with a strong background in evaluation, who has the capacity to champion evaluation issues at the country level within the region;
- regional level – staff members working at regional level (ideally in the office of the director of programme management, assistant regional director or deputy regional director) whose current functions include monitoring and evaluation;
- headquarters level – staff members with responsibilities for monitoring and evaluation within their clusters;
- global level – staff members working on monitoring and evaluation within the departments addressing cross-cutting issues of special relevance to evaluation in WHO.

Expected commitment of each focal point
At present and until the GNE is fully operational, it is expected that each focal point would be able to commit to participating in:
two annual meetings of the GNE (following the establishment of the network, a general meeting will agree on the identified plan of action with respect to the deliverables, the detailed method of work and the composition of ad hoc working groups);

- specific ad hoc working group(s) dealing with matters such as the quality control approach, consolidation of emerging technical issues that affect the evaluation policy in WHO, and selection criteria for prioritization of individual evaluations;

- other activities of the GNE such as assessment of evaluation material, capacity-building or discussion on matters pertaining to the network.

The current estimated commitment is 5–10% of the professional time and effort of each focal point. Focal points are expected to discuss with their supervisors the appropriate reflection of their role as focal points to the GNE in the Performance Management Development System (PMDS).

**Methods of work**

The GNE will perform its task virtually through electronic communications (messaging, teleconferences) for its regular business. However, it will consider physical meetings when circumstances permit, such as taking advantage of meetings of other networks (e.g. those of the networks of planning officers or country support).

The GNE secretariat is the responsibility of IOS. IOS ensures the smooth functioning of the GNE by providing the following.

- **Logistics for the regular business of the GNE.** This includes managing the GNE agenda and ensuring that the deliverables are achieved on time, in particular proposing the timing of the meetings and ensuring their calling, identifying agenda items, drafting minutes and following up on what has been agreed. IOS support also includes proposing modalities to address various issues, such as the process for choosing chairs, and products for the subgroups. For each deliverable, IOS will propose a plan to the GNE aligned with the requirements and commitments outlined in the evaluation policy.

- **Administration of the work of the GNE.** In particular, this relates to administration of the web site on evaluation, and management of the evaluation inventory and the database of experts.
- **Technical backup** as needed on evaluation issues. This includes ensuring the linkage with other networks such as UNEG.

- **Dissemination of information** on the work of the GNE and evaluation issues in accordance with the WHO evaluation policy.

Communication within the GNE remains internal unless the network decides otherwise and agrees on the information dissemination approach to the specific topic considered.

**Deliverables**

**Key deliverables**

The implementation of the WHO evaluation policy considers several interrelated products that constitute the minimal outputs of the GNE. These deliverables will be submitted to WHO governing bodies in accordance with the evaluation policy.

- **Organization-wide evaluation workplan.** The GNE assists with the identification of the biennial Organization-wide evaluation workplan, which will be updated annually. The evaluation policy outlines the principle criteria to be used for the selection of evaluation items across WHO. However, there is a need to further refine these criteria to make them more specific, and to agree on the weighting to be attached to each criterion to prioritize the areas/topics to be evaluated.

- **Annual evaluation report.** The GNE provides input to the report, including the annual update on the Organization-wide evaluation workplan.

- **Evaluation registry.** The GNE is responsible for identifying, collating and submitting the evaluative work, qualifying as the working definition of evaluation within the WHO evaluation policy, to the WHO evaluation inventory. IOS will support the maintenance of the inventory.

- **Quality control and quality assurance system.** The role of the GNE in relation to the quality assurance system is twofold. On the one hand, the GNE needs to agree on the quality control mechanism to ensure good-quality evaluations and appropriate follow-up of their recommendations across WHO. This includes the establishment of the checklists and standards to be used by staff involved in evaluations, to ensure that evaluations are of the highest quality. Checklists and guidelines will be used by the GNE as quality control tools as needed. On the other hand, the GNE needs to develop a proposal...
for the periodic review (e.g. every three years) of the wider quality assurance system on evaluation across WHO. This proposal needs to be in line with other accountability approaches in WHO and is a mid-term deliverable that will be proposed to WHO senior management for action. Some of the components will include peer reviews of the evaluation material and products, meta-evaluations and training on specific aspects that should be used uniformly across WHO to ensure internal and external validity of the evaluation products and of the evaluation function. The GNE will take advice from the focal point of the Department on Gender, Equity and Human Rights to ensure that all WHO evaluations adhere to the relevant policies on gender and human rights.

**Other deliverables**

The GNE acts as a think tank on the critical issues in relation to evaluation across the Organization. This includes ensuring the minimum competencies of staff to implement the WHO evaluation policy, sensitization on specific evaluation aspects relevant to WHO and contributing to a pool of evaluation resources.

- **Strengthening capacity.** A crucial component of the evaluation culture is the strengthening of the capacity and practice of evaluation across WHO. With this perspective, the GNE will identify an agenda of activities geared to ensuring that a sufficient capacity is established and maintained to implement the evaluation policy in WHO. The GNE will identify a road map to achieve or support this capacity-building, including developing proposals for submission to the Global Learning Committee, Staff Development Fund.

- **Guidance on specific issues.** The GNE will consider specific guidance on issues related to evaluation in WHO as necessary. Some of these issues include the costs of evaluations, resourcing of the implementation of the WHO evaluation policy, relations between centralized and decentralized functions and the evaluation of impact in the WHO context.

- **Database of evaluation experts.** WHO will use the database format available at UNEG to ensure compatibility of the database content and to foster its use by and beyond WHO. The content of the database will remain internal to WHO. IOS will support the maintenance of the database, based on inputs from the GNE. However, each member of the GNE is responsible for its content and for raising issues to ensure its overall quality.
Lessons learned. The GNE will produce a synthesis of the results of the evaluation in order to provide a composite body of information that managers across WHO can utilize in their planning and implementation of programmes. The executive summary of evaluation reports should form the basis of such a synthesis document.

Information dissemination approach
The GNE will use several channels to communicate information depending on its target audience.

- Electronic means through WHO web sites dedicated to evaluation. The Intranet site will provide all staff across WHO and, as appropriate, the public in general (via the Internet site), with access to the Organization-wide evaluation workplan, evaluation inventory and the capacity-building agenda; guidance on specific issues; and links to the evaluation expert database and to external sites of evaluation resource networks.

- Briefings to WHO senior management. The GNE will provide briefings on specific issues related to its work for the consideration of WHO senior management, as appropriate.

- Capacity-building activities. The GNE will take advice from the focal points of the Department of Knowledge Management and Sharing and that of Global Learning and Performance Management and identify the calendar of activities and the related delivery mechanisms. These could include lunchtime seminars, webinars, presentations and work through other existing networks. Examples of networks considered are the network for planning officers or the country support network, given that the focal points in the evaluation GNE also address evaluation issues at the regional level.
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Advantages, limitations and methodologies of participatory evaluation

Fig. A7.1
Advantages of participatory evaluations

**Identify relevant evaluation questions**

- Participatory evaluation ensures that the evaluation focuses on questions relevant to the needs of programme planners and beneficiaries. Participatory approaches allow local stakeholders to determine the most important evaluation questions that will affect and improve their work.

**Improve programme performance**

- Participatory evaluation is reflexive and action-oriented. It provides stakeholders, including beneficiaries, with the opportunity to reflect on project progress and to generate knowledge that results in the ability to apply the lessons learnt. It provides opportunities for groups to take corrective action and make mid-course improvements.

**Empower participants**

- A participatory approach is empowering because it claims the right for stakeholders to control and own the process of making evaluation decisions and implementing them. Participating in an evaluation from start to finish can give stakeholders a sense of ownership of the results. Recognizing local capacities and expertise builds confidence in the community and among participants.

**Build capacity**

- Conducting a participatory evaluation promotes participant learning and is an opportunity to introduce and strengthen evaluation skills. Active participation by stakeholders can result in new knowledge and a better understanding of their environment. This, in turn, enables groups to identify action steps and to advocate for policy changes. It can provide participants with tools to transform their environments.

**Develop leaders and build teams**

- Participatory evaluation builds teams and participant commitment through collaborative enquiry. Inviting a broad range of stakeholders to participate and lead different parts of the process can develop and acknowledge stakeholders' leadership skills. It can lead to stronger, more organized groups, strengthening the community's resources and networks.
Limitations of participatory evaluations

Such evaluations involve active participation of multiple stakeholders, which include beneficiaries, the implementing organization and the operating unit at each phase of the evaluation process (planning, data collection, analysis, reporting, dissemination and follow-up actions). A common modality involves collecting background material and circulating it among the stakeholders. These stakeholders analyse the material and explore its implications in a workshop or a series of workshops. Findings and recommendations are formulated by a panel. These workshops enable managers of operating units to listen and respond to stakeholders. Face-to-face interactions facilitate better understanding of the workings of a project or programme and its achievements and problems. Participants often come up with new ideas for solving problems or improving performance. As managers themselves participate in the evaluation process, they are inclined to use resulting information and recommendations.

However, participatory evaluations have many limitations. Such evaluations tend to be less objective because participants have vested interests which they articulate and defend in such workshops. Moreover, they are less useful in addressing complex technical issues, which may require specialized technical expertise. Yet another limitation is that, although they may generate useful information, their credibility is limited because of their less formal nature.


Methods commonly used in participatory evaluations

The participatory approach to evaluation is aimed at promoting action and community-level change. It tends to overlap more with qualitative than with quantitative methods. However, not all qualitative methods are participatory and, inversely, many participatory techniques can be quantified.

As with qualitative methods, participatory evaluation ensures that the perspectives and insights of all stakeholders and beneficiaries, as well as project implementers, are taken into consideration. However, the participatory approach is very action-oriented. The stakeholders themselves are responsible for collecting and analysing the information and for generating recommendations for change.
The role of an outside evaluator is to facilitate and support this learning process. Participatory monitoring and evaluation develops ownership by placing a strong emphasis on building the capacity and commitment of all stakeholders to reflect, analyse and take responsibility for implementing any changes they recommend.

Typically, participatory methods have been used to learn about local conditions and local people’s perspectives and priorities during project appraisal. However, one can go further and use participatory methods not only at the project formulation stage but throughout the duration of the project, and especially for evaluating how the participants perceived the benefits from the project. Participatory monitoring and evaluation is an important management tool that provides task managers with quick feedback on project effectiveness during implementation. This has become increasingly important as development interventions move away from “blueprint projects” towards the more flexible planning that enables projects to learn and adapt on the ground.

There are many different participatory information collection and analysis tools. Most of these are not inherently monitoring and evaluation tools but can be used for a variety of purposes ranging from project planning and community mobilization to monitoring and evaluation, depending on the way they are employed. As with all participatory approaches, the key to success is to be flexible and innovative in the use of appropriate tools and methods, and to be willing to adapt to local circumstances.

Participatory methodologies and the associated tools and techniques which are commonly used in participatory monitoring and evaluation include beneficiary assessment; participatory rural appraisal; and self-esteem, associative strength, resourcefulness, action planning and responsibility (SARAR).

- **Beneficiary assessment.** This is a consultative methodology used in evaluations (and other stages of the project cycle) to gain insights into the perceptions of beneficiaries regarding a project or policy. The overall objective of a beneficiary assessment is to make the voices of beneficiaries and other local stakeholders heard by those managing a project or formulating policy. The focus of beneficiary assessments is on obtaining systematic qualitative information, including subjective opinions, to complement the data from quantitative evaluations. Wherever possible, beneficiary assessment results are quantified and tabulated. Moreover, sample sizes are selected with credibility in mind. Although beneficiary assessment results are not usually conducive to statistical analysis, they are based on more than just anecdotal information. The systematic nature of beneficiary assessments also enhances the reliability of the findings through the combination of techniques used to gather information. Such techniques allow for cross-checking of responses, and a reasonable assessment of the extent to which opinions expressed by respondents represent widely held views in their community. However, the actual techniques used and the beneficiary assessment process itself will depend on the topic and circumstances of the work.
In addition to generating descriptive information, beneficiary assessments are designed to produce recommendations, as suggested by those consulted, for changes to the current or planned policies and programmes. This action-oriented nature of beneficiary assessment work requires that the results be produced with a minimum of delay after completion of fieldwork so that the necessary adjustments to projects or policies can then be identified and undertaken.

The most common application of beneficiary assessment techniques has been in projects with a service delivery component where it is especially important to gauge user demand and satisfaction. During implementation, beneficiary assessments can provide feedback for monitoring purposes and for reorientation of the project. Towards the end of the project, beneficiary assessments can also complement technical and financial evaluations, as well as survey-based impact evaluations with the views of the beneficiaries themselves.

The primary audiences of beneficiary assessment findings are decision-makers and managers of the development activity. For this reason, special efforts are made to seek the involvement of these decision-makers in the beneficiary assessment process from the design stage to the review and final presentation of the results.

Beneficiary assessments usually make use of three qualitative methods of information gathering, namely: semi-structured individual interviews, focus group discussions, and participant observation. Semi-structured interviews provide the bulk of the findings. They are meant to be quantified, and hence the sample must be large enough and representative. Focus group interviews and participant observation are done primarily for illustration and contextual background and need not conform to the same standards of representativity.

The quality and effectiveness of beneficiary assessments depend heavily on the training and preparedness of the field workers and the appropriate supervision and monitoring of their work. Where field workers are unclear about the kind of information required for the evaluation, the common tendency is to collect lengthy, descriptive and very detailed information on individual cases, rather than focusing only on the relevant topics. For this reason, there should be at least one opportunity to review the preliminary findings and methods, preferably midway through the fieldwork, so that this kind of problem can be addressed in time to reorient the field workers’ work.

Another limitation seen in some beneficiary assessments is the failure to ensure active participation by key decision-makers throughout the process. In this case, even if the findings are of good quality and highly relevant, they are unlikely to generate much impact. Without a sense of ownership, decision-makers may not accept the findings, particularly if they are somewhat controversial and critical of the project or policy concerned. This caveat applies to all evaluation work regardless of the type of approach or technique used.
Box A7.2 continued

- **Participatory rural appraisal.** This comprises a set of techniques aimed at shared learning between local people and outsiders. The term itself is misleading because participatory rural assessment is increasingly being used not only in rural settings, and not only for project appraisal, but throughout the project cycle as well as for research studies. Indeed, the term “participatory rural assessment” is one of many labels for similar participatory assessment approaches, the methodologies of which overlap considerably. It is probably more useful to consider the key principles behind participatory rural assessment and its associated techniques, rather than the name as such, when assessing its appropriateness to a particular situation. There are five key principles that form the basis of any participatory rural assessment activity no matter what the objectives or setting.

  - **Participation.** Participatory rural assessment relies heavily on participation by communities, as the method is designed to enable local people to be involved, not only as sources of information, but also as partners with the participatory rural assessment team in gathering and analysing the information.

  - **Flexibility.** The combination of techniques that is appropriate in a particular development context will be determined by such variables as the size and skill mix of the participatory rural assessment team, the time and resources available and the topic and location of the work.

  - **Teamwork.** Generally, a participatory rural assessment is best conducted by a local team (speaking the local languages) with a few outsiders present, a significant representation of women and a mix of sector specialists and social scientists, according to the topic.

  - **Optimal ignorance.** To be efficient in terms of both time and money, participatory rural assessment work is aimed at gathering just enough information to make the necessary recommendations and decisions.

  - **Systematic.** As data generated by participatory rural assessments are seldom conducive to statistical analysis (given the largely qualitative nature and relatively small sample size), alternative ways have been developed to ensure the validity and reliability of the findings. These include sampling based on approximate stratification of the community by geographical location or relative wealth and cross-checking – i.e. using a number of techniques to investigate views on a single topic (including through a final community meeting to discuss the findings and correct inconsistencies).

Participatory rural assessment offers a “basket of techniques” from which those most appropriate for the project context can be selected. The central part of any participatory rural assessment is semi-structured interviewing. While sensitive topics are often better addressed in interviews with individuals, other topics of more general concern are amenable to focus group discussions and community meetings.
During these interviews and discussions, several diagrammatic techniques are frequently used to stimulate debate and record the results. Many of these visuals are not drawn on paper but on the ground with sticks, stones, seeds and other local materials, and then transferred to paper for a permanent record.

Key diagrammatic techniques of participatory rural assessment include mapping techniques, ranking exercises and trend analysis. Visual-based techniques are important tools for enhancing a shared understanding between outsiders and insiders, but may hide important differences of opinion and perspective when drawn in group settings and may not reveal culture-based information and beliefs adequately. They therefore need to be complemented by other techniques, such as careful interviewing and observation, to cross-check and supplement the results of diagramming.

Participatory rural assessment involves some risks and limitations. Many are not unique to this method but are inherent in any research method that aims to investigate local conditions. One of the main problems is the risk of raising expectations. This may be impossible to avoid, but can be minimized with careful and repeated clarification of the purpose of the participatory rural assessment and the role of the team in relation to the project, or government, at the start of every interview and meeting. Trying to use participatory rural assessment as a standard survey to gather primarily quantitative data, using large sample sizes and a questionnaire approach, could greatly compromise the quality of the work and the insights produced. Also, if the participatory rural assessment team is not adequately trained in the methodology before the work begins, there is often a tendency to use too many different techniques, some of which are not relevant to the topic at hand. In general, when a training element is involved, there will be a trade-off between the long-term objective of building the capacity of the participatory rural assessment team and getting good-quality results in their first experience of using the methodology.

Furthermore, one common problem is that insufficient time is allowed for the team to spend with the local people, to listen to them and to learn about the more sensitive issues under consideration. Rushing will also often mean missing the views of the poorest and least articulate members of the communities visited. The translation of participatory rural assessment results into a standard evaluation report poses considerable challenges, and individuals unfamiliar with participatory research methods may raise questions about the credibility of the findings.

- **Self-esteem, associative strength, resourcefulness, action planning and responsibility (SARAR).** This is an education/training methodology for working with stakeholders at different levels to engage their creative capacities in planning, problem-solving and evaluation. The acronym SARAR stands for the five attributes and capacities that are considered the minimum essentials for participation to be a dynamic and self-sustaining process:
Box A7.2 continued

- **self-esteem**: a sense of self-worth as a person as well as a valuable resource for development;
- **associative strength**: the capacity to define and work towards a common vision through mutual respect, trust and collaborative effort;
- **resourcefulness**: the capacity to visualize new solutions to problems even against the odds, and the willingness to be challenged and take risks;
- **action planning**: combining critical thinking and creativity to come up with new, effective and reality-based plans in which each participant has a useful and fulfilling role;
- **responsibility**: for follow-through until the commitments made are fully discharged and the hoped-for benefits achieved.

SARAR is based on the principle of fostering and strengthening these five attributes among the stakeholders involved in the evaluation. Such a process will enable the development of those people's own capacities for self-direction and management, and will enhance the quality of participation among all stakeholders. The various SARAR techniques can be grouped into five categories according to how they are most commonly used. While there is no set order in which these techniques are used, the five types of technique are often applied progressively, having a cumulative effect.

- Creative techniques involve the use of open-ended visual tools such as mapping and non-serial posters to encourage participants to break out of conventional ideas and routine ways of thinking.
- Investigative techniques such as pocket charts are designed to help participants do their own needs assessment by collecting and compiling data on problems and situations in their community.
- Analytical techniques, including three pile-sorting and gender-analysis tools, enable participants to prioritize problems and opportunities and to examine a problem in depth, allowing them to better understand its causes and identify alternative solutions.
- Planning techniques are used to simplify the planning process so that decisions can be made, not only by the more prestigious and articulate participants (such as community leaders or senior staff), but also by the less powerful, including non-literate community members.
- Informative techniques help in gathering information and using it for better decision-making.

At the outset, participants are involved in using their creativity to look at situations in new ways and to build their capacity for self-expression. Then they gain tools for investigating and analysing reality in more detail. Finally, they develop skills in gathering information, making decisions and planning initiatives.
Less successful applications of SARAR have usually been traced to insufficient training of the SARAR facilitators. Without adequate preparation, facilitators will not feel comfortable experimenting with the different techniques and may be more inclined to adopt a blueprint approach – i.e. always using the same set of techniques in a predetermined way and not being responsive to the differences among communities or the various groups of stakeholders. In other cases, problems have arisen when the use of SARAR techniques has been considered an end in itself, rather than a means to support the development and implementation of project activities. This problem can occur when SARAR activities are not linked to concrete follow-up activities. In such cases communities eventually see no benefit in being involved in the SARAR sessions and the whole process begins to break down.

The effectiveness of SARAR, like that of similar participatory techniques, can also be limited by a general resistance – usually by higher-level managers and decision-makers rather than field workers or community members – to the use of qualitative, informal and visual-based techniques. This can lead to problems if these sceptics obstruct the SARAR process by dismissing the results as unscientific or the participatory process itself as inefficient.

These three methods can be used alone or can be combined in a single evaluation. They represent only a small sample of the vast range of participatory techniques that can be used for monitoring and evaluation. It should be noted that none of these participatory methods is intended to be a replacement for good-quality survey work. Indeed, they are often used in conjunction with other methods. For example, the findings from a preliminary study using participatory approaches can usefully give direction and focus to subsequent survey-based evaluations. In turn, the survey can verify and quantify the qualitative findings from participatory evaluations and be applied on a larger scale. Participatory evaluations done after quantitative surveys can verify or challenge survey findings, and can go some way toward explaining the information collected by the quantitative survey-based evaluations.
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Key elements of the joint evaluation process

The planning and conduct of a joint evaluation are generally similar to any other well-managed evaluation. However, there are a number of specific issues that need addressing. In particular, it is important to assess whether the programme/project warrants a joint evaluation and to discuss the purpose of the evaluation by asking the following questions.

- Is the focus of the programme/project an outcome that reaches across sectors and agencies?
- Is the programme/project co-financed by multiple partners?
- Is the topic a contentious issue, thus calling for a balanced approach?

It is essential to determine the partners at an early stage to ensure their involvement and ownership. One way to identify key partners is to focus on where the financing comes from, who the implementing partners are, or which other agencies or institutional partners may contribute to the overall programme/project’s goal or outcome. It is also important to assess the potential contributions of partners and discuss the level of objectivity that they may or may not have to ensure that the evaluation is independent and free from strong biases.

Choosing an effective management structure and strong communications system is critical to the evaluation process. To manage the conduct of the evaluation, a two-tiered structure can be established with a management group that oversees the process and a smaller management group to ensure that implementation goes smoothly. This ad hoc evaluation management group would normally include a representative from each partner organization and government entity and would meet at specific times to approve the terms of reference and the evaluation team, ensure oversight of the evaluation, introduce balance in the final evaluation judgements, and take responsibility for the use of results. Depending on the scope of the evaluation, the ad hoc evaluation management group, bringing together technical representatives from concerned organizations or entities, could be responsible for daily management tasks such as approving an evaluation manager to deal with the recruitment and management of the evaluation team. It is extremely important to agree early on decision-making arrangements and the division of labour with the other partners. This includes deciding who among the management group will take the lead role in each of the subsequent steps in the evaluation. A conflict resolution process should be determined to deal with any problems that may arise.
Evaluation partners need to agree on the scope of the evaluations, the issues to be covered and the timeframe of the exercise. This implies discussing proposed terms of reference and determining which agency’s procedures will be followed. It is important to allow flexibility to adapt and additional time to accommodate delays due to the different approaches to evaluation that different organizations may have. There are two ways to manage this, either:

- to agree that the evaluation will be managed using the systems and procedures from one agency; or
- to split the evaluation into components and agree whose systems will be used to manage which components.

When WHO takes the lead, the preferred approach to funding should be for partners’ financial support to be pooled in a fund that is administered by one agency and covers all costs related to the exercise. The second option, where individual partners finance certain components of the evaluation while WHO covers others, increases transaction and coordination costs.

Regarding the selection of the evaluation teams, there are also two options: either tasking one of the partners with recruiting the evaluation team in consultation with the other partners, or asking each partner to contribute its own experts. All parties involved should agree on an evaluation team leader, or delegate to a particular partner the recruitment of the team leader, and make clear to the evaluation team that its independence will be respected.

Finally, partners need to agree on the report and dissemination strategy. They should agree that they all have the opportunity to correct factual errors in the report and, if it is impossible to resolve differences on the findings and conclusions, to request that dissenting views be included in the report. Sometimes it may be necessary to allow for separate evaluation products to ensure that all partners’ accountability or reporting requirements are fulfilled.

Follow-up may be difficult on a joint evaluation report as the internalization of the findings and implementation of the recommendations need to be done at the level of individual institutions and of the partnership between them. Therefore, partners need to agree on what to do individually and collectively and devise follow-up mechanisms to monitor the status of the changes. WHO may select recommendations that are pertinent to WHO and prepare a management response focusing on these recommendations.
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Evaluation workplan: criteria for selection of evaluation topics

Introduction

1. The evaluation policy states that WHO will develop a biennial, Organization-wide evaluation workplan as part of the Organization's planning and budgeting cycle. This biennial workplan, to be updated annually, ensures accountability and oversight of performance and results, and reinforces organizational learning in a way that informs policy for decision-makers and supports individual professional development.

2. The evaluation workplan is one of the deliverables of the evaluation policy, and its identification is among the most critical contributions of the Global Network on Evaluation.

3. Evaluation workplans constitute the annual and biennial iteration of a broader multi-year Organization-wide evaluation agenda. The evaluation agenda includes a combination of:
   - evaluation of WHO products, entities and functions (projects, programmes, initiatives and offices) and of the WHO evaluation function;
   - evaluations across WHO under the centralized and the decentralized evaluation functions.

Identification of the evaluation workplan

Evaluation universe

4. For practical purposes, WHO will consider two types of boundaries when identifying the evaluation workplan.

   a) Evaluation commissioner. Only evaluations that are commissioned by the WHO Secretariat or jointly with other stakeholders in the case of partnerships will be included in the workplan. Evaluations commissioned by WHO governing bodies, or other stakeholders, will be referred to when prioritizing what needs to be evaluated, since one of the criteria is the time since the last evaluation of any evaluation candidate.
b) The evaluation universe comprises the following.

- **Office-specific evaluations** include all budget centres in WHO, such as WHO country offices and departments or units at headquarters or regional offices. The list of budget centres relates to the WHO Programme Budget and is available within the Secretariat.

- **Programmatic evaluations** include all global programmes and initiatives when considering more than one budget centre, covering at least two levels within WHO – e.g. a global initiative or normative work being evaluated at headquarters and regional levels, or a regional strategy or programme being evaluated at regional and country levels. The provisional list of programmes/normative work, strategies, and initiatives potentially included for programmatic evaluations is available online in the Evaluation Registry and will be completed through discussion with WHO senior management and the Global Network on Evaluation before 1 October every year.

- **Thematic evaluations** include any selected topic of corporate institutional interest such as a new way of working, a corporate strategy, a cross-cutting theme or core function, or an emerging issue. The full list of selected topics of corporate institutional interest will be completed through consultation with WHO senior management, the Global Network on Evaluation and IOS before 1 October every year.

**Evaluation selection criteria**

5. WHO evaluation policy outlines the three broad categories grouping the criteria for the selection of topics for evaluation, namely:

- **organizational requirements** relevant to global, international or regional commitments; specific agreements with stakeholders, partners or donors; and requests from governing bodies;

- **organizational significance** relating to General Programme of Work priorities and core functions, level of investment, inherent risks, performance issues or concerns in relation to achievement of expected results;

- **organizational utility** relating to a cross-cutting issue, theme, programme or policy question; potential for staff or institutional learning (innovation); and degree of comparative advantage of WHO.

Box A9.1 provides further details of the specific criteria to be used for the identification of the workplan.
Box A9.1
Criteria for the identification of the biennial WHO-wide evaluation workplan

Organizational requirement

Global, international or regional commitments:
- Millennium Development Goals
- disease eradication strategies
- disease elimination strategies
- International Health Regulations
- other areas subject to formal reporting to the World Health Assembly
- other areas subject to formal reporting to regional committees
- other areas subject to formal reporting to the United Nations General Assembly
- other areas subject to formal reporting to other global or international forums.

Specific agreements with stakeholders, partners or donors:
- inclusion of evaluation requirement in the collaborative agreement of any area, project, programme or initiative at global or headquarters level, and its timing;
- inclusion of evaluation requirement in the collaborative agreement of any area, project, programme or initiative at regional level, and its timing;
- inclusion of evaluation requirement in the collaborative agreement of any area, project, programme or initiative at country level, and its timing.

Requests from governing bodies:
- any specific evaluation request put forward by the governing bodies.

Organizational significance

Level of investment.

Inherent risks:
- impact on reputational risks
- timing since the last evaluation
- complexity and associated inherent risks.

Performance issues or concerns in relation to achievements of expected results:
- recurrent issues identified through IOS work
- other issues identified through the Global Network on Evaluation.

Organizational utility

Cross-cutting issue, theme, programme or policy question:
- potential for staff or institutional learning, including the potential for replication of innovative/catalytic initiatives;
- flagship programme or strategy for WHO Global Programme of Work;
- relevant to the WHO reform process.
Degree of comparative advantage of WHO:

- in relation to its core functions
- in relation to production of global public goods.

When applying the criteria, other related issues need to be considered. These include:

- the evaluability of the project (technical, operational)
- the utilization of the evaluative funding
- the existence of other evaluation mechanisms in place.

In addition, evaluations are mandatory for programmes and initiatives once in their life-cycle when at least one of the following conditions apply.

- WHO has agreed to a specific commitment with the related stakeholders over that life-cycle.
- The programme or initiative’s life-cycle exceeds a cycle of the Global Programme of Work.
- The programme or initiative’s cumulative investment size exceeds 2% of the Programme Budget.

Prioritization

6. Each specific criterion needs to be assigned a value, with a view to prioritizing the items to be included in the evaluation workplan. The value attached to each criterion is not fixed beforehand and needs to be agreed upon through a consultation process with the support of the Global Network on Evaluation before 1 October each year.
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Checklist for evaluation terms of reference

<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Evaluation</td>
<td>The terms of reference:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>purpose</td>
<td>a. specify the purpose of the evaluation and how it will be used.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b. define the mandate for the conduct of the evaluation.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c. clearly state why the evaluation is being done, including justification for why it is being done at this time.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>d. identify the primary and secondary audiences for the evaluation, and how the evaluation will be useful.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Evaluation</td>
<td>a. The terms of reference include clearly defined, relevant and feasible objectives.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>objectives</td>
<td>b. The objective(s) clearly follow from the overall purpose of the evaluation.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c. The objectives described in the terms of reference are realistic and achievable in light of the information that can be collected in the context of the undertaking.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table continued

<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>3. Evaluation</td>
<td><strong>context</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The terms of reference:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>a. include sufficient and relevant contextual information.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b. adequately describe the particular political, programmatic and governance environment in which the evaluation will be taking place. For example, the most relevant aspects of the economic, social and political context are described.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c. adequately describe the most relevant programmatic and/or thematic aspects relevant to the evaluation.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Evaluation</td>
<td><strong>scope</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The terms of reference:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>a. explicitly and clearly define what will and will not be covered, including the timeframe, phase in the project and/or geographical areas to be covered by the evaluation.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b. establish the linkage between the subject of the evaluation and the General Programme of Work and Programme Budget.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c. show that the scope of the evaluation is adequate to meet the stated objective(s).</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>d. show that the scope of the evaluation is feasible, given resources and time considerations.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5. Evaluation criteria

<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>5. Evaluation criteria</td>
<td>The terms of reference:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>a. specify the criteria that will be utilized to guide the evaluation.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b. specify the evaluation criteria against which the subject to be evaluated will be assessed, including, for example, relevance, efficiency, effectiveness, impact and sustainability.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c. spell out any additional criteria of relevance to the particular type of evaluation being undertaken, such as evaluations of development, humanitarian response, and normative programmes.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6. Key evaluation questions

<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>6. Key evaluation questions</td>
<td>a. The terms of reference include a comprehensive and tailored set of evaluation questions within the framework of the evaluation criteria.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b. The terms of reference contain a set of evaluation questions that are directly related to both the objectives of the evaluation and the criteria against which the subject will be assessed.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c. The set of evaluation questions adds further detail to the objectives and contributes to further defining the scope.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>d. The set of evaluation questions is comprehensive enough to raise the most pertinent evaluation questions, but also concise enough to provide users with a clear overview of the evaluation objectives.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table continued

<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>7. Users</td>
<td>a. The terms of reference should identify who are the users (owners and audience) of the evaluation results. This could include responsible WHO staff, implementing partners, recipients of the intervention, policy-makers, and other stakeholders in the activity being evaluated.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b. The terms of reference specify the methods for data collection and analysis, including information on the overall methodological design.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c. The terms of reference state the overall methodological approach and design for the evaluation. Examples of approaches include participatory, utilization-focused, theory-based and gender- and human rights-responsive. Examples of overall design include non-experimental, quasi-experimental and experimental.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Methodology</td>
<td>a. The terms of reference specify the methods for data collection and analysis, including information on the overall methodological design.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b. The terms of reference contain a clear and accessible methodological plan – preferably a stand-alone section that is clearly differentiated from other information contained in the terms of reference.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c. The terms of reference state the overall methodological approach and design for the evaluation. Examples of approaches include participatory, utilization-focused, theory-based and gender- and human rights-responsive. Examples of overall design include non-experimental, quasi-experimental and experimental.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>d. The data collection and analysis methods in the terms of reference are sufficiently rigorous to assess the subject of the evaluation and ensure a complete, fair and unbiased assessment. For example, there will be sufficient data to address all evaluation questions.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The evaluation methodology includes multiple methods (triangulation), preferably with analysis of both quantitative and qualitative data and with a range of stakeholders covered by the data collection methods.

Logical and explicit linkages are provided between data sources, data collection methods and analysis methods. For example, sampling plans are included.

The evaluation methodology takes into account the overall purpose of the evaluation, as well as the needs of the users and other stakeholders.

The evaluation methodology explicitly and clearly states the limitations of the chosen evaluation methods.

The terms of reference specify that the evaluation will follow UNEG norms and standards for evaluations as well as ethical guidelines.

The terms of reference:

- include information on the size of the evaluation team, and identify the team leader.
- specify the required knowledge, skills and qualifications of evaluators.
- describe how the independence and objectivity of the team are ensured, and how conflicts of interest are addressed.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>10. Evaluation workplan</td>
<td>The terms of reference include a workplan for the evaluation. The workplan:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>a. states the outputs that will be delivered by the evaluation team, including information on the degree to which the evaluation report will be accessible to stakeholders, including the public.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b. describes the key stages of the evaluation process and the project timeline.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c. establishes clear roles and responsibilities for evaluation team members, the commissioning organization and other stakeholders in the evaluation process.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>d. describes the quality assurance process.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>e. describes the process, if any, for obtaining and incorporating comments on a draft evaluation report.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>f. includes an evaluation project budget.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Gender, equity and human rights</td>
<td>The terms of reference:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>a. specify how gender, equity and human rights aspects will be incorporated into the evaluation design.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b. indicate both duty-bearers and rights-holders (particularly women and other groups subject to discrimination) as primary users of the evaluation and how they will be involved in the evaluation process.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c. spell out the relevant instruments or policies on gender, equity and human rights that will guide the evaluation process.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table continued

<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>d.</td>
<td>include an assessment of relevant gender, equity and human rights aspects through the selection of the evaluation criteria and questions.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>e.</td>
<td>specify an evaluation approach and data collection and analysis methods that are gender-sensitive and human rights-based, and specify that evaluation data are to be disaggregated by sex, ethnicity, age, disability, etc.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>f.</td>
<td>define the level of expertise on gender, equity and human rights needed in the evaluation team and the team’s responsibilities in this regard, and call for a gender-balanced and culturally diverse team that makes use of national/regional evaluation expertise.</td>
<td></td>
</tr>
</tbody>
</table>

12. Deliverables

The terms of reference:

a. identify the expected deliverables from the evaluation (inception, draft and final report).

b. provide details of the timing of the inception report, draft and final report.

c. outline the structure of the final report, e.g. the executive summary, the clarity of content, and suitability of format for the intended audience.

d. state who will make inputs to the final report, and who has final control over the report’s structure and content.

e. specify the distribution list of the final report.

f. describe the proposed distribution strategy of the final report.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>13. Ad hoc evaluation management group</td>
<td>If the size and complexity of the evaluation warrants an ad hoc evaluation management group, the terms of reference should:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>a. provide details of the members of the group, including technical requirements.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b. specify how the evaluation commissioner has ensured that there is no conflict of interest or compromise of the independence and objectivity of the evaluation process, in the selection of the ad hoc evaluation management group members.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Methodological approaches to impact evaluation

The following categories are used to classify evaluation methods. These categories are in practice often combined.

Randomization or experimental design
A randomized control trial (RCT) attempts to estimate a programme’s impact on an outcome of interest. An outcome of interest is something – often a public policy goal – that one or more stakeholders care about (e.g. the unemployment rate, which many actors may wish to be lower). An impact is an estimated measurement of how an intervention affected the outcome of interest compared with what would have happened without the intervention. A simple RCT randomly assigns some subjects to one or more treatment groups (also sometimes called experimental or intervention groups) and others to a control group. The treatment group participates in the programme being evaluated and the control group does not. After the treatment group experiences the intervention, an RCT compares what happens to the two groups by measuring the difference between the two groups on the outcome of interest. This difference is considered an estimate of the programme’s impact.a

Propensity score matching
Propensity score matching methods are often used to control for bias when randomization is not possible. These methods were developed to ensure comparability between the treatment and comparison groups in terms of propensity to participate in the development programme. The first step involves estimating the likelihood (the propensity score) that, given certain characteristics, a person would have received the treatment or intervention. The propensity scores are then used to group observations that are close to each other. Comparisons of development results can be applied to different groups of observations that have the same propensity to participate, thus ensuring comparability.b

---
Pipeline comparison
Pipeline comparison methods use those who have applied for and are eligible to receive the intervention in the future, but have not yet received it, as a comparison group. Their only difference from the current recipients is that they have not yet received the intervention.

Simulated counterfactual
Simulated counterfactual methods are used for interventions affecting the entire population, for which no comparison group can be identified. A counterfactual distribution of outcomes in the absence of the intervention is simulated on the basis of a theoretical model and information on the situation prior to the intervention.

Difference in means or single difference
Difference in means or single difference methods estimate the impact of an intervention by comparing the value of the indicator of interest for the recipients and nonrecipients.

Difference-in-difference or double difference
Difference-in-difference or double difference methods estimate impacts by comparing the value of the indicator of interest for the recipients and non-recipients before (first difference) and after an intervention (second difference).

Instrumental variables
This method uses instrumental variables (which affect receipt of the intervention but not the outcomes of interest) to control for selection bias when intervention placement is not random.
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Core competencies for evaluators

WHO has developed core competencies for evaluators based on the guidance developed by UNEG. The main competencies needed for an evaluator to perform a high-quality evaluation can be categorized as follows.

1. Knowledge of the WHO context:
   - environment
   - policy level of work
   - institutional level of work
   - strategic level of work
   - activity level of work
   - project level of work
   - programme level of work
   - results-based management
   - human rights
   - gender
   - diversity.

2. Technical and professional skills:
   - planning for influential evaluations
   - evaluation design
   - data collection
   - data analysis (quantitative and qualitative)
   - reporting
   - follow-up on recommendations
   - best practices
   - lessons learned
   - dissemination and outreach.

---

3. Interpersonal skills:
   - communication skills (written and oral)
   - cultural sensitivity
   - negotiation
   - facilitation.

4. Personal attributes:
   - ethical behaviour
   - judgement capacity
   - education (evaluation and research)
   - work experience (evaluation and research).

5. Management skills:
   - managing evaluation process/projects
   - team management
   - coaching and training
   - resource management.

In addition, the evaluation team leader should have the following competencies.

- Work experience: relevant evaluation experience in field work.
- Evaluation design: ability to develop evaluation terms of reference that address salient issues, identify potential impact and use-appropriate evaluation methodologies, including evaluability, at the outset.
- Data collection and analysis: knowledge of evaluation with quantitative and qualitative data collection and analysis tools, techniques and approaches.
- Reporting: ability to draft credible and compelling evaluation reports, with evidence-based findings and recommendations, for maximum impact.
- Managing the evaluation process/project: command of the management process of evaluation projects at various levels (e.g. activity, project and programme levels) as well as the management of evaluation teams.
- Ethics: knowledge of WHO values and ethical behaviour.
### Evaluation workplan template

<table>
<thead>
<tr>
<th>Activity</th>
<th>Timeline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Q1</td>
</tr>
<tr>
<td></td>
<td>Q2</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
</tr>
<tr>
<td></td>
<td>Q4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Collaboration units/offices</th>
<th>Source of funding</th>
<th>Budget (US$)</th>
<th>Link with relevant evaluation objectives and deliverables</th>
<th>Expected outcome/key question answered</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Responsible unit/staff</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Instructions for completing the template

**Activity**
Describe all the evaluation activities to be carried out. Include the assumptions on which the budget is based.

**Timeline**
Specify the timeline for each evaluation phase/activity within the evaluation process.

**Responsible unit/staff**
Specify the entity primarily responsible for carrying out the activity and indicate the level of detail required.

**Collaborating units/offices**
Indicate any collaborating units/support from the WHO Secretariat and others.

**Budget**
Indicate the budget (in US$) required for the implementation of the activity.

**Source of funding**
Indicate whether the budget is directly tied to the Organization’s budget. If not, indicate the external source of funding. If funding is not yet secured, mark “not yet secured” and indicate the source from which funding will be sought.

**Link with relevant evaluation objectives and deliverables**
Provide a reference to the relevant action plan or other recommendations.

**Expected outcome/key question answered**
Indicate precisely which question is addressed and how it relates to the evaluation criteria.
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Typology of in-depth interviews

In-depth interviewing entails asking questions, listening to and recording the answers, and then posing additional questions to clarify or expand on a particular issue. Questions are open-ended and respondents are encouraged to express their own perceptions in their own words. In-depth interviewing aims at understanding the beneficiaries’ view of a programme, their terminology and judgements.

There are three basic approaches to in-depth interviewing which differ mainly in the extent to which the interview questions are determined and standardized beforehand: the informal conversational interview, the semi-structured interview and the standardized open-ended interview. Each approach serves a different purpose and has different preparation and instrumentation requirements.

Informal conversational interviews rely primarily on the spontaneous generation of questions in the natural flow of an interaction. This type of interview is appropriate when the evaluator wants to maintain maximum flexibility to pursue questioning in whatever direction appears to be appropriate, depending on the information that emerges from observing a particular setting or from talking to one or more individuals in that setting. Under these circumstances, it is not possible to have a predetermined set of questions. The strength of this approach is that the interviewer is flexible and highly responsive to individual differences, situational changes and emerging new information. The weakness is that it may generate less systematic data that are difficult and time-consuming to classify and analyse.

Semi-structured interviews involve the preparation of an interview guide that lists a predetermined set of questions or issues that are to be explored during an interview. This guide serves as a checklist during the interview and ensures that basically the same information is obtained from a number of people. Yet, there is a great deal of flexibility. The order and the actual working of the questions are not determined in advance. Moreover, within the list of topic or subject areas, the interviewer is free to pursue certain questions in greater depth. The advantage of this approach is that it makes interviewing of a number of different persons more systematic and comprehensive by delimiting the issues to be taken up in

---

the interview. Logical gaps in the data collected can be anticipated and closed, while the interviews remain fairly conversational and situational. The weakness is that it does not permit the interviewer to pursue topics or issues of interest that were not anticipated when the interview guide was elaborated. Also, interviewer flexibility in wording and sequencing questions may result in substantially different responses from different persons, thus reducing comparability.

**Structured/standardized open-ended interviews** consist of a set of open-ended questions carefully worded and arranged in advance. The interviewer asks each respondent the same questions with essentially the same words and in the same sequence. This type of interview may be particularly appropriate when there are several interviewers and the evaluator wants to minimize the variation in the questions they pose. It is also useful when it is desirable to have the same information from each interviewee at several points in time or when there are time constraints for data collection and analysis. Standardized open-ended interviews allow the evaluator to collect detailed data systematically and facilitate comparability among all respondents. The weakness of this approach is that it does not permit the interviewer to pursue topics or issues that were not anticipated when the interview instrument was elaborated. Also, standardized open-ended interviews limit the use of alternative lines of questioning with different people according to their particular experiences. This reduces the extent to which individual differences and circumstances can be fully incorporated in the evaluation. A particular case is the purpose-developed telephone survey using structured questionnaires.

**Interviews with individual respondents**

A common type of individual respondent interview is the *key informant interview*. A key informant is an individual who, as a result of his or her knowledge, previous experience or social status in a community, has access to information that is valuable for the evaluator – such as insights about the functioning of society, its problems and needs. Key informants are a source of information that can assist in understanding the context of a programme or project, or clarifying particular issues or problems. However, since the selection of key informants is not random, the issue of bias always arises. Another difficulty of this method lies in separating the informants’ potential partiality to form a balanced view of the situation.

**Group interviews**

Interviews with a group of individuals can take many different forms depending on the purpose they serve, the structure of the questions, the role of the interviewer and the circumstances under which the group is convened. Some of the group interview types relevant to evaluation are: focus groups, community interviews and spontaneous group interviews.
Focus group interviews are interviews with small groups of relatively homogeneous people with similar background and experience. Participants are asked to reflect on the questions asked by the interviewers, provide their own comments, listen to what others in the group have to say and react to their observations. The main purpose is to elicit ideas, insights and experiences in a social context where people stimulate each other and consider their own views along with the views of others. Typically, these interviews are conducted several times with different groups so that the evaluator can identify trends in the perceptions and opinions expressed. The interviewer acts as a facilitator, introducing the subject, guiding the discussion, cross-checking participants' comments and encouraging all members to express their opinions. One of the main advantages of this technique is that participant interaction helps identify false or extreme views, thus providing a quality control mechanism. However, a skilful facilitator is required to ensure balanced participation of all members.

Community interviews are conducted as public meetings in which the whole community is consulted. Typically, these interviews involve a set of factually based fairly closed-ended questions. Once the interviewers pose the question, the group will interact to obtain consensus around an answer. Interviewing the community as a whole can provide valuable information on how well a project is working. The major weakness of this method is that participation may be limited to a few high-status members of the community or that community leaders may use the forum to seek consensus on their own views and preferences.
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Checklist for evaluation reports

WHO has developed a checklist to ensure that the final product of the evaluation – the evaluation report – meets the expected quality based on UNEG guidance. The checklist should also be shared as part of the terms of reference prior to the conduct of the evaluation, or after the report is finalized, to assess its quality.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Report structure</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The report should be logically structured with clarity and coherence</td>
<td>a. Is the report well structured, logical, clear and complete (i.e. executive summary, introduction/background, methods, findings, conclusions, lessons learnt, recommendations, annexes)?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b. Is there key basic information in the title page and opening pages:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• name of the evaluation object</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• timeframe of the evaluation and date of the report</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• location (country, region) of the evaluation object</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• names and/or organizations of evaluators</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• name of the organization commissioning the evaluation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• table of contents, which also lists tables, graphs, figures and annexes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• list of acronyms?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table continued

<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>c.</td>
<td>Is there an executive summary that includes: • background to the evaluation • evaluation objectives and intended audience • evaluation methodology • most important findings and conclusions • main limitations • main recommendations?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2. Object of evaluation

The report should present a clear and full description of the object of the evaluation

a. Is the logic model and/or the expected results chain (inputs, outputs and outcomes) of the object clearly described?

b. Is the context of key social, political, economic, demographic and institutional factors that have a direct bearing on the object described?

c. Are the scale and complexity of the object of the evaluation clearly described, including for example: • the number of components, if more than one, and the size of the population that each component is intended to serve, both directly and indirectly; • the geographical context and boundaries (such as the region, country, and/or landscape and challenges where relevant); • the purpose and goal, and organization/management of the object;

---

a The “object” of the evaluation is the intervention (outcome, programme, project, group of projects, themes, soft assistance) that is the focus of the evaluation.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>• the total resources from all sources, including human resources and budget(s) (e.g. concerned agency, partner government and other donor contributions);</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• the implementation status of the object, including its phase of implementation and any significant changes (e.g. plans, strategies, logical frameworks) that have occurred over time and the implications of those changes for the evaluation?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.</td>
<td>Are the key stakeholders involved in the object implementation identified, including the implementing agency(s), partners and other key stakeholders, and their roles described?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 3. Purpose

The purpose, objectives and scope of the evaluation should be fully explained

<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a. Is the purpose of the evaluation clearly defined, including why the evaluation was needed at that point in time, who needed the information, what information was needed, how the information will be used?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b. Does the report provide a clear explanation of the evaluation objectives and scope, including the main evaluation questions?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c. Does the report describe and justify what the evaluation did and did not cover?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>d. Does the report describe and provide an explanation of the chosen evaluation criteria and performance standards?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### 4. Methodology

The report should present a transparent description of the methodology applied to the evaluation that clearly explains how the evaluation was specifically designed to address the evaluation criteria, yield answers to the evaluation questions and achieve the stated purpose.

<table>
<thead>
<tr>
<th>Reference Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Does the report describe the data collection methods and analysis, the rationale for selecting them and their limitations?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. Are reference indicators and benchmarks included where relevant?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. Does the report describe the data sources, the rationale for their selection and their limitations?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. Does the report include discussion of how the mix of data sources was used to obtain a diversity of perspectives and ensure data accuracy and overcome data limits?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. Does the report present evidence that adequate measures were taken to ensure data quality, including evidence supporting the reliability and validity of data collection tools (e.g. interview protocols, observation tools)?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f. Does the report describe the sampling frame: area and population to be represented, rationale for selection, mechanics of selection, numbers selected out of potential subjects and limitations of the sample?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>g. Does the report give a complete description of the consultation process with stakeholders in the evaluation, including the rationale for selecting the particular level and activities for consultation?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Table continued**

<table>
<thead>
<tr>
<th>Reference Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>h. Are the methods employed appropriate for the evaluation and for answering its questions?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>i. Are the methods employed appropriate for analysing gender, equity and human rights issues identified in the evaluation scope?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**5. Findings**

Findings should respond directly to the evaluation criteria and questions detailed in the scope and objectives section of the report and are based on evidence derived from data collection and analysis methods described in the methodology section of the report.

| a. Do the reported findings reflect systematic and appropriate analysis and interpretation of the data? |        |          |
| b. Do the reported findings address the evaluation criteria (such as efficiency, effectiveness, sustainability, impact and relevance) and the questions defined in the evaluation scope? |        |          |
| c. Are the findings objectively reported based on the evidence? |        |          |
| d. Are gaps and limitations in the data reported and discussed? |        |          |
| e. Are unanticipated findings reported and discussed? |        |          |
| f. Are reasons for accomplishments and failures, especially continuing constraints, identified as far as possible? |        |          |
| g. Are overall findings presented with clarity, logic and coherence? |        |          |
### 6. Conclusions

Conclusions should present reasonable judgements based on findings and sustained by evidence, and should provide insights pertinent to the object and purpose of the evaluation.

<table>
<thead>
<tr>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Do the conclusions reflect reasonable evaluative judgements relating to key evaluation questions?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. Are the conclusions well substantiated by the evidence presented?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. Are the conclusions logically connected to evaluation findings?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. Do conclusions provide insights into the identification of and/or solutions to important problems or issues pertinent to the prospective decisions and actions of evaluation users?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. If applicable to the evaluation objectives, do the conclusions present the strengths and weaknesses of the object (policy, programmes, projects or other interventions) being evaluated, on the basis of the evidence presented and taking due account of the views of a diverse cross-section of stakeholders?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 7. Lessons

Lessons should present remarks with potential for wider application and use.

<table>
<thead>
<tr>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Are the lessons drawn from experience (achievements, problems, mistakes)?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. Is the context in which the lessons may be applied clearly specified?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### 8. Recommendations

Recommendations should be relevant to the object and purposes of the evaluation, supported by evidence and conclusions, and developed with the involvement of relevant stakeholders.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a. Does the report describe the process followed in developing the recommendations, including consultation with stakeholders?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b. Are the recommendations firmly based on evidence and conclusions?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c. Are the recommendations relevant to the object and purposes of the evaluation?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>d. Do the recommendations clearly identify the target group of each recommendation?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>e. Are the recommendations clearly stated with priorities for action made clear?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>f. Are the recommendations actionable and do they reflect an understanding of the commissioning organization and potential constraints to implementation?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>g. Do the recommendations include an implementation plan?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 9. Gender, equity and human rights

The report should illustrate the extent to which the design and implementation of the object, the assessment of results and the evaluation process incorporate a gender, equity and human rights-based approach.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Item</th>
<th>Yes/No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a. Do the evaluation objectives and scope include questions that address issues of gender and human rights, as appropriate?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>b. Does the report use gender-sensitive and human rights-based language throughout, including data disaggregated by sex, age, disability, etc.?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>Item</td>
<td>Yes/No</td>
<td>Comments</td>
</tr>
<tr>
<td>-----------</td>
<td>------</td>
<td>--------</td>
<td>----------</td>
</tr>
<tr>
<td>c.</td>
<td>Are the evaluation approach and data collection and analysis methods appropriate for analysing the gender equity and human rights issues identified in the scope?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.</td>
<td>As well as noting the actual results on gender equality and human rights, does the report assess whether the design of the object was based on a sound gender analysis and human rights analysis, and was implementation for results monitored through gender and human rights frameworks?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e.</td>
<td>Do reported findings, conclusions, recommendations and lessons provide adequate information on gender equality and human rights aspects?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f.</td>
<td>Does the report consider how the recommendations may affect the different stakeholders of the object being evaluated?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Annex 16

Glossary of key terms in evaluation¹

Accountability
Obligation to demonstrate that work has been conducted in compliance with agreed rules and standards or to report fairly and accurately on performance results vis-à-vis mandated roles and/or plans. This may require a careful, even legally defensible, demonstration that the work is consistent with the contract terms.

Note: Accountability in development may refer to the obligations of partners to act according to clearly defined responsibilities, roles and performance expectations, often with respect to the prudent use of resources. For evaluators, it connotes the responsibility to provide accurate, fair and credible monitoring reports and performance assessments. For public sector managers and policy-makers, accountability is to taxpayers/citizens.

Activity
Actions taken or work performed through which inputs – such as funds, technical assistance and other types of resources – are mobilized to produce specific outputs.

Related term: development intervention.

Analytical tools
Methods used to process and interpret information during an evaluation.

Appraisal
An overall assessment of the relevance, feasibility and potential sustainability of a development intervention prior to a decision on funding.

Note: In development agencies, banks, etc., the purpose of appraisal is to enable decision-makers to decide whether the activity represents an appropriate use of corporate resources.

Related term: ex-ante evaluation.

Assumptions

Hypotheses about factors or risks that could affect the progress or success of a development intervention.

*Note:* Assumptions can also be understood as hypothesized conditions that bear on the validity of the evaluation itself (e.g. relating to the characteristics of the population when designing a sampling procedure for a survey). Assumptions are made explicit in theory-based evaluations where evaluation systematically tracks the anticipated results chain.

Attribution

The ascription of a causal link between observed (or expected to be observed) changes and a specific intervention.

*Note:* Attribution refers to that which is to be credited for the observed changes or results achieved. It represents the extent to which observed development effects can be attributed to a specific intervention or to the performance of one or more partners taking account of other interventions (anticipated or unanticipated), confounding factors or external shocks.

Audit

An independent, objective assurance activity designed to add value and improve an organization’s operations. It helps an organization accomplish its objectives by bringing a systematic, disciplined approach to assess and improve the effectiveness of risk management, control and governance processes.

*Note:* A distinction is made between regularity (financial) auditing which focuses on compliance with applicable statutes and regulations, and performance auditing which is concerned with relevance, economy, efficiency and effectiveness. Internal auditing provides an assessment of internal controls undertaken by a unit reporting to management, while external auditing is conducted by an independent organization.

Baseline study

An analysis describing the situation prior to a development intervention, against which progress can be assessed or comparisons made.

Benchmark

Reference point or standard against which performance or achievements can be assessed.
Note: A benchmark refers to the performance that has been achieved in the recent past by other comparable organizations or what can be reasonably inferred to have been achieved in the circumstances.

Beneficiaries
The individuals, groups or organizations, whether targeted or not, that benefit, directly or indirectly, from the development intervention.

Related terms: reach, target group.

Cluster evaluation
An evaluation of a set of related activities, projects and/or programmes.

Conclusions
Conclusions point out the factors of success and failure of the evaluated intervention, with special attention paid to the intended and unintended results and impacts, and more generally to any other strength or weakness. A conclusion draws on data collection and analyses undertaken, through a transparent chain of arguments.

Counterfactual
The situation or condition that hypothetically may prevail for individuals, organizations or groups if there were there no development intervention.

Country programme evaluation/country assistance evaluation
Evaluation of one or more donors’ or agencies’ portfolios of development interventions, and the assistance strategy behind them, in a partner country.

Data collection tools
Methodologies used to identify information sources and collect information during an evaluation.
Examples include informal and formal surveys, direct and participatory observation, community interviews, focus groups, expert opinion, case-studies and literature searches.

Development intervention
An instrument for partner (donor and non-donor) support aimed to promote development.
Examples include policy advice, projects and programmes.
Development objective
Intended impact contributing to physical, financial, institutional, social, environmental or other benefits to a society, community or group of people via one or more development interventions.

Economy
Absence of waste for a given output.

Note: An activity is economical when the costs of the scarce resources used approximate to the minimum needed to achieve planned objectives.

Effect
Intended or unintended change due directly or indirectly to an intervention.

Related terms: results, outcome.

Effectiveness
The extent to which the development intervention’s objectives were achieved, or are expected to be achieved, taking into account their relative importance.

Note: Also used as an aggregate measure of (or judgement about) the merit or worth of an activity – i.e. the extent to which an intervention has attained, or is expected to attain, its major relevant objectives efficiently in a sustainable fashion and with a positive institutional development impact.

Efficiency
A measure of how economically resources/inputs (funds, expertise, time, etc.) are converted to results.

Evaluability
The extent to which an activity or a programme can be evaluated in a reliable and credible fashion.

Note: Evaluability assessment calls for the early review of a proposed activity in order to ascertain whether its objectives are adequately defined and its results verifiable.

Evaluation
The systematic and objective assessment of an ongoing or completed project, programme or policy, its design, implementation and results. The aim is to
determine the relevance and fulfilment of objectives, development efficiency, effectiveness, impact and sustainability. An evaluation should provide information that is credible and useful, enabling the incorporation of lessons learnt into the decision-making process of both recipients and donors.

Evaluation also refers to the process of determining the worth or significance of an activity, policy or programme. It is an assessment, as systematic and objective as possible, of a planned, ongoing or completed development intervention.

Note: Evaluation in some instances involves the definition of appropriate standards, the examination of performance against those standards, an assessment of actual and expected results and the identification of relevant lessons.

Related term: review.

**Ex-ante evaluation**

An evaluation that is performed before implementation of a development intervention.

Related terms: appraisal, quality at entry.

**Ex-post evaluation**

Evaluation of a development intervention after it has been completed.

Note: It may be undertaken directly after or long after completion. The intention is to identify the factors of success or failure, to assess the sustainability of results and impacts, and to draw conclusions that may inform other interventions.

**External evaluation**

The evaluation of a development intervention conducted by entities and/or individuals outside the donor and implementing organizations.

**Feedback**

The transmission of findings generated through the evaluation process to parties for whom it is relevant and useful in order to facilitate learning. This may involve the collection and dissemination of findings, conclusions, recommendations and lessons from experience.

**Finding**

A factual statement based on evidence from one or more evaluations.
**Formative evaluation**
An evaluation intended to improve performance, most often conducted during the implementation phase of projects or programmes.

*Note:* Formative evaluations may also be conducted for other reasons such as compliance, legal requirements or as part of a larger evaluation initiative.

Related term: process evaluation.

**Goal**
The higher-order objective to which a development intervention is intended to contribute.

Related term: development objective.

**Impacts**
Positive and negative, primary and secondary long-term effects produced by a development intervention, directly or indirectly, intended or unintended.

**Independent evaluation**
An evaluation carried out by entities and persons free of the control of those responsible for the design and implementation of the development intervention.

*Note:* The credibility of an evaluation depends in part on how independently it has been carried out. Independence implies freedom from political influence and organizational pressure. It is characterized by full access to information and by full autonomy in carrying out investigations and reporting findings.

**Indicator**
A quantitative or qualitative factor or variable that provides a simple and reliable means to measure achievement, to reflect the changes connected to an intervention or to help assess the performance of a development actor.

**Inputs**
The financial, human and material resources used for the development intervention.

**Institutional development impact**
The extent to which an intervention improves or weakens the ability of a country or region to make more efficient, equitable and sustainable use of its human,
financial and natural resources, for example through: better definition, stability, transparency, enforceability and predictability of institutional arrangements; and/or better alignment of the mission and capacity of an organization with its mandate, which derives from these institutional arrangements. Such impacts can include intended and unintended effects of an action.

**Internal evaluation**

Evaluation of a development intervention conducted by a unit and/or individuals reporting to the management of the donor, partner or implementing organization.

Related term: self-evaluation.

**Joint evaluation**

An evaluation in which different donor agencies and/or partners participate.

*Note:* There are various degrees of “jointness” depending on the extent to which individual partners collaborate in the evaluation process, merge their evaluation resources and combine their evaluation reporting. Joint evaluations can help overcome attribution problems in assessing the effectiveness of programmes and strategies, the complementarity of efforts supported by different partners, the quality of aid coordination, etc.

**Lessons learnt**

Generalizations based on evaluation experiences with projects, programmes or policies that abstract from the specific circumstances to broader situations. Frequently, lessons highlight strengths or weaknesses in preparation, design and implementation that affect performance, outcome and impact.

**Logical framework (logframe)**

A management tool used to improve the design of interventions, most often at the project level. It involves identifying strategic elements (inputs, outputs, outcomes, impact) and their causal relationships, indicators and the assumptions or risks that may influence success and failure. It thus facilitates planning, execution and evaluation of a development intervention.

Related term: results-based management.

**Meta-evaluation**

The term is used for evaluations designed to aggregate findings from a series of evaluations. It can also be used to denote the evaluation of an evaluation to judge its quality and/or to assess the performance of the evaluators.
Mid-term evaluation
Evaluation performed towards the middle of the period of implementation of the intervention.

Related term: formative evaluation.

Monitoring
A continuing function that uses systematic collection of data on specified indicators to provide management and the main stakeholders of an ongoing development intervention with indications of the extent of progress and achievement of objectives and progress in the use of allocated funds.

Related term: performance monitoring, indicator.

Outcome
The likely or achieved short-term and medium-term effects of an intervention’s outputs.

Related terms: results, outputs, impacts, effect.

Outputs
The products, capital goods and services that result from a development intervention, which may also include changes resulting from the intervention that are relevant to the achievement of outcomes.

Participatory evaluation
Evaluation method in which representatives of agencies and stakeholders (including beneficiaries) work together in designing, carrying out and interpreting an evaluation.

Partners
The individuals and/or organizations that collaborate to achieve mutually agreed objectives.

Note: The concept of partnership connotes shared goals, common responsibility for outcomes, distinct accountabilities and reciprocal obligations. Partners may include governments, civil society, nongovernmental organizations, universities, professional and business associations, multilateral organizations, private companies, etc.
Performance
The degree to which a development intervention or a development partner operates according to specific criteria/standards/guidelines or achieves results in accordance with stated goals or plans.

Performance indicator
A variable that allows the verification of changes in the development intervention or shows results relative to what was planned.

Related terms: performance monitoring, performance measurement.

Performance measurement
A system for assessing performance of development interventions against stated goals.

Related terms: performance monitoring, performance indicator.

Performance monitoring
A continuous process of collecting and analysing data to compare how well a project, programme or policy is being implemented against expected results.

Process evaluation
An evaluation of the internal dynamics of implementing organizations, their policy instruments, their service delivery mechanisms, their management practices and the linkages among these.

Related term: formative evaluation.

Programme evaluation
Evaluation of a set of interventions, marshalled to attain specific global, regional, country or sector development objectives.

Note: A development programme is a time-bound intervention involving multiple activities that may cut across sectors, themes and/or geographical areas.

Related term: country programme/strategy evaluation.

Project evaluation
Evaluation of an individual development intervention designed to achieve specific objectives within specified resources and implementation schedules, often within the framework of a broader programme.
Note: Cost–benefit analysis is a major instrument of project evaluation for projects with measurable benefits. When benefits cannot be quantified, cost–effectiveness is a suitable approach.

Project or programme objective
The intended physical, financial, institutional, social, environmental or other development results to which a project or programme is expected to contribute.

Purpose
The publicly stated objectives of the development programme or project.

Quality assurance
Quality assurance encompasses any activity that is concerned with assessing and improving the merit or the worth of a development intervention or its compliance with given standards.

Note: Examples of quality assurance activities include appraisal, results-based management, reviews during implementation, evaluations, etc. Quality assurance may also refer to the assessment of the quality of a portfolio and its development effectiveness.

Reach
The beneficiaries and other stakeholders of a development intervention.

Related term: beneficiaries.

Recommendations
Proposals aimed at enhancing the effectiveness, quality or efficiency of a development intervention, at redesigning the objectives, and/or at the reallocation of resources. Recommendations should be linked to conclusions.

Relevance
The extent to which the objectives of a development intervention are consistent with beneficiaries’ requirements, country needs, global priorities and partners’ and donors’ policies.

Note: Retrospectively, the question of relevance often becomes a question of whether the objectives of an intervention or its design are still appropriate given changed circumstances.
Reliability
Consistency or dependability of data and evaluation judgements, with reference to the quality of the instruments, procedures and analyses used to collect and interpret evaluation data.

Note: Evaluation information is reliable when repeated observations using similar instruments under similar conditions produce similar results.

Results
The output, outcome or impact (intended or unintended, positive and/or negative) of a development intervention.

Related terms: outcome, effect, impacts.

Results chain
The causal sequence for a development intervention that stipulates the necessary sequence to achieve desired objectives beginning with inputs, moving through activities and outputs, and culminating in outcomes, impacts and feedback. In some agencies, reach is part of the results chain.

Related terms: assumptions, results framework.

Results framework
The programme logic that explains how the development objective is to be achieved, including causal relationships and underlying assumptions.

Related terms: results chain, logical framework.

Results-based management
A management strategy focusing on performance and achievement of outputs, outcomes and impacts.

Related term: logical framework.

Review
An assessment of the performance of an intervention, periodically or on an ad hoc basis.

Note: Frequently “evaluation” is used for a more comprehensive and/or more in-depth assessment than “review”. Reviews tend to emphasize operational aspects. Sometimes the terms “review” and “evaluation” are used synonymously.

Related term: evaluation.
Risk analysis
An analysis or an assessment of factors (called assumptions in the logframe) that affect or are likely to affect the successful achievement of an intervention’s objectives. A detailed examination of the potential unwanted and negative consequences to human life, health, property or the environment posed by development interventions; a systematic process to provide information regarding such undesirable consequences; and/or the process of quantification of the probabilities and expected impacts for identified risks.

Sector programme evaluation
Evaluation of a cluster of development interventions in a sector within one country or across countries, all of which contribute to the achievement of a specific development goal.

Note: A sector includes development activities commonly grouped together for the purpose of public action such as health, education, agriculture, transport.

Self-evaluation
An evaluation by those who are entrusted with the design and delivery of a development intervention.

Stakeholders
Agencies, organizations, groups or individuals who have a direct or indirect interest in the development intervention or its evaluation.

Summative evaluation
A study conducted at the end of an intervention (or a phase of that intervention) to determine the extent to which anticipated outcomes were produced. Summative evaluation is intended to provide information about the worth of the programme. Summative evaluations are also referred to as impact evaluations.

Sustainability
The continuation of benefits from a development intervention after major development assistance has been completed. The probability of continued long-term benefits. The resilience to risk of the net benefit flows over time.

Target group
The specific individuals or organizations for whose benefit the development intervention is undertaken.
Terms of reference
Written document presenting the purpose and scope of the evaluation, the methods to be used, the standard against which performance is to be assessed or analyses are to be conducted, the resources and time allocated, and reporting requirements. Two other expressions sometimes used with the same meaning are “scope of work” and “evaluation mandate”.

Thematic evaluation
The evaluation of a selection of development interventions, all of which address a specific development priority that cuts across countries, regions and sectors.

Triangulation
The use of three or more theories, sources or types of information, or types of analysis to verify and substantiate an assessment.

*Note:* By combining multiple data sources, methods, analyses or theories, evaluators seek to overcome the bias that comes from single informants, single methods, single observers or single theory studies.

Validity
The extent to which the data collection strategies and instruments measure what they purport to measure.